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Abstract

A Stroke can affect different parts of the hunbaaly depending on the area of brain affected; our
researcHocuses on upper limb motor dysfunction for strpkéients. In current practice, ordinal
scale systems are used for conducting physicalssissnt of upper limb impairment. The
reliability of these assessments is questionahblesestheir coarse ratings cannot reliably
distinguish between the different levels of perfanme. This thesis describes the design,
implementation and evaluation of a novel systenfatulitate stroke diagnosis which relies on

data collected with an innovative KINARM robotiotoThis robotic tool allows for an objective
quantification of motor function and performancsessment for stroke patients.

The main methodology for the research is Case BR&s$oning (CBR) - an effective
paradigm of artificial intelligence that relies dme principle that a new problem is solved by
observing similar, previously encountered problemd adapting their known solutions. A CBR
system was designed and implemented for a repgpsitostroke subjects who had an explicit
diagnosis and prognosis. For a new stroke patimbse diagnosis was yet to be confirmed and
who had an indefinite prognosis, the CBR model &féectively used to retrieve analogous cases
of previous stroke patients. These similar casewige useful information to the clinicians,
facilitating them in reaching a potential solutiimn stroke diagnosis and also a means to validate

other imaging tests and clinical assessments tfiroothe diagnosis and prognosis.
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Stroke

Stroke

Rehabilitation:

Hemiplegia

Hemiparesis

Prognosis

Stenosis

Atrophy

Infarction

Glossary

Medically known as Paralysis, Apoplexy, or (CVA) r€erovascular
Accident. A stroke occurs when the blood supplg fmart of the brain is
suddenly interrupted, due to a clot or when a bleessel in the brain
bursts, spilling blood into the spaces surroundiren cells. Brain cells
(neurons) die in the affected area when they ngdopmeceive oxygen
and nutrients from the blood or there is suddeedifey into or around

the brain.

It is restorative learning phenomenon that intemolsimprove and
maximize recovery from stroke by treating the attiviimitations
(Impairments) due to stroke and to enable the garto reintegrate into

the daily life as much as possible.
Complete paralysis on one side of the body.

One-sided weakness -which is not as debilitatingaaalysis is.

A prediction of the probable course and outcoma disease, the

likelihood of recovery from a disease.

Narrowing of an artery or a valve.
A wasting or decrease in size of a body orgasug, or part owing to
disease, injury, or lack of use: muscular atrophg person affected with

paralysis.

An area of tissue that undergoes necrosis (dieasud) result of

obstruction of local blood supply, as by a thrombusmbolus.



Spasticity

Kinematics

DB2

GLOSSARY

A disorder of the body's motor system in whicht@iermuscles are
continuously contracted. This contraction causéfsess or tightness of

the muscles and may interfere with gait, movemamd, speech.

Kinematics is a branch of mechanics which dessrittee motion of
objects without the consideration of the massdsroes that bring about
the motion. In contrast, dynamics is concerned witd forces and

interactions that produce or affect the motion.

Short for Database 2, a family of relational dasgbproducts offered by
IBM. DB2 provides an open database environment ritnas on a wide

variety of computing platforms. A DB2 database gaow from a small

single-user application to a large multi-user syst&Jsing SQL, users
can obtain data simultaneously from DB2 and othatalthses. DB2
includes a range of application development andagament tools.

(http://publib.boulder.ibm.com/infocenter/db2luw/iiBdex.jsp)



CHAPTERL. INTRODUCTION

Chapter 1

Introduction

“If we knew what we were doing, it wouldn't be eallresearch, would it?”

(Albert Einstein)

According to the Heart and Stroke Foundation ah&la, stroke is the fourth leading
cause of death or long-term disability in the woiliighty percent of strokes occur when the
blood supply to a part of the brain is suddenlgiintpted (Ischemic stroke), usually due to a clot
in an artery leading to the brain. The remainingoe2ére caused by uncontrolled bleeding in the
brain, due to a ruptured blood vessel (Hemorrhagicke). Of every 100 people who have a
stroke, 10 recover completely, 25 recover with aanimpairment or disability, 40 are left with a
moderate to severe impairment, 10 are so severedpléd that they require long-term care and
15 are unable to survive [1]. The research cawigdor this thesis focuses on the 85 % of people
who survive stroke and may potentially benefit frohabilitation therapy and regain their lost

independence.
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1.1 Case Based Reasoning

When we talk about magnitude of healthcare ressuused to diagnose and recuperate
stroke survivors, significant efforts are involvdaywever, there is still a need for a standardized
and comprehensive classification system in ordeddoument the resultant impairment and
disability. The diagnosis and prognosis of strokéemts is therefore a complex domain because
of the fact that a multitude of varying factors areolved with each patient. In addition, keeping
track of all the different experiences during thegatment is an intricate phenomenon for even
adept neurologists. Case Based Reasoning (CBR)nisféective paradigm of Artificial
Intelligence (Al) that has proved to be a proligdmark in healthcare for its diagnostic and
therapeutic support [2]. This research describésmether progressive role of CBR in healthcare
applications, with the innovation that now we gpplging it to the stroke domain.

CBR is based on the principle that a new problensdlved by observing similar,
previously encountered problems, and adapting tkedwn solutions. It is analogous to the
human mind as it solves new problems based onquswexperiences [20, 21]. Choosing this
paradigm of Al as our main methodology for thissaash, my hypothesis is that:

CBR can be utilized to create a repository of infation, of the stroke patients who have
an explicit diagnosis and prognosis and are recwjvsubsequent rehabilitation. For a new
stroke patient, whose diagnosis is yet to be cme&ftt and has an indefinite prognosis, by
applying CBR, similar cases can be retrieved frdma tase base which may provide useful
information to the clinicians, hence facilitatingetm in reaching a potential solution for stroke
diagnosis and assessment.

The main components of CBR cycle can be descrilsetbar processes that are also
referred to as the mnemonic, “the four RES” [3]eYhare:Retrievethe most similar case(s);
Reusethe information from the retrieved case(s) to ps®a new solutiorRevisethe proposed
solution to solve the new problem, aRdtainthis problem as a new solved case in the case base

Another reason to use CBR for this domain in paldic is the assumption that patients with
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analogous sensory and motor deficits have simitgrairments; therefore they may have similar
prognoses and may lead to not only the diagnosisip@irment but to the quantification of the

impairment as well.

1.2 Conventional Stroke Assessment Protocols

Once a cerebrovascular accident has taken plemgepdiagnosis and accurate prognosis
is the next critical step, followed by effectivehabilitation therapies. There are numerous
conventional assessment tests performed by clivgscend therapists in order to confirm the
occurrence of a stroke and measure the degreepafiiment. However the lack of quantifiable
constructs in these protocols makes them all stibgen nature. Based on the evaluation of
psychometric standards, there is no assessmemrt thedl can be regarded as perfect, although
they are partially reliable [4]. Normally, an eadiagnosis is made by assessing the symptoms,
reviewing medical history, conducting tests to awnfthe occurrence of a brain attack, and
measuring the degree of impairment.

Conventional stroke assessment scales usuallyedomotor status to a score along an
ordinal scale. In a usual assessment setup, thenpa asked to perform a task where the main
emphasis is laid on task completion rather thawriipaletails. Therefore it is a non-qualitative
scoring. In a qualitative scoring other factors eoamsidered as well, like measurement of the
amount of assistance required, alteration in themab (gross) position, and time utilized to
complete a test [5].

There has recently been an explosion in the ushgebotic technology for quantifying
motor function, because of the fact that they aogedively sensitive to small changes in
neurological status, and are of value for studgnd quantifying stroke impairment [6]. For these
reasons, we have incorporated a robotic device ARIM, as our main assessment protocol in

this research, besides other assessment methods.
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KINARM - Kinesiological Instrument for Normal and Altered Reaching

Movements

One of the most commonly associated ailments calgestroke is that of limited upper

limb movement. The KINARM monitors and manipulaséesy motion in the horizontal plane [7].

It is a robotic exoskeleton, developed by Dr. SegpiH. Scott and his colleagues at the

Neuroscience Centre of Queen’s University. KINARMoullates kinetic / kinematic data, such as

reaction time, velocity, joint torque and handecapries of both stroke and control subjects for

specific motor and sensory tasks. This data is csamea database for later reference, thus

providing for an efficient means of data accessasthndardized way to keep track of a patient’s

recovery as a result of rehabilitation therapy.

1.4

Thesis Objectives

The purpose of this research is to apply strategfi@sitomated reasoning in order to simplify the

complex phenomenon of motor and sensory dysfunetssessment in stroke patients. This may

potentially facilitate clinicians in prognoses amtiabilitation of future stroke patients.

The main objectives of this research are to:

1.

Develop a case structure comprising of relevamibates of stroke patients that have a
direct impact on diagnosis and prognosis.

Construct a case base system comprising of vastag&e patients’ cases in order to
implement the CBR model.

Define a similarity criterion for retrieval of ralant cases given a new stroke case.
Determine the diagnostic support measures thatbeateken in order to propose the
potential motor and/or sensory deficit, based oe frevious known impairments
(solutions).

Test and evaluate the CBR system to retrieve thet malevant cases with useful

diagnostic information that can facilitate the progis of the new patient.
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6. Scrutinize the validity of results.

15 Thesis Outline

In Chapter 2, background information is presentearder to elaborate on concepts about
the neuro-scientific domain — stroke — its causdfgcts and rehabilitation methods presently
used. Besides this, there is a brief descriptiosigrificant concepts used later in the following
chapters. Chapter 3 gives information about the afseobotic technology in the field of
medicine, with an emphasis on its use for strokgesis and giving details about the functioning,
and the assessment procedure carried out by KINABMpter 4 describes the computational
techniques CBR and TA-3. It provides the literatteegiew of CBR and its diverse applications
highlighting the ones in healthcare. It also elabes on the architecture of TA-3, its functionality
and how it was used as a framework to develop BB €ystem for stroke domain. Chapter 5
emphasizes the main methodology of CBR, the praeg¢dletails of how we made use of this
paradigm as a distinct approach in merging neueosel with Al. It also illustrates the
experiments performed on data used and the comdsppresults obtained. Chapter 6 describes
the contributions that were made with this thgsistification of hypothesis and limitations of the
present system leading to the future directionse Tdilowing flowchart further clarifies the
organization of various chapters and their inteethelence. The components in pink refer to the
background chapters where as the ones in blue tefgre other fundamental chapters for the

thesis organization.

[ Chapter 1. INTRODUCTION ]

[

Chapter 2. STROKE ]— —[ Chapter 3. KINARM ]

[Chapter4. COMPUTATIONAL TECHNIQUES ]_

— 1
[ Chapter 5. METHODOLOGY ]

[ Chapter 6. CONCLUSIONS  }=—t

5



Chapter 2

Problem Domain — Stroke

"Wisdom is knowing what to do next; virtue is daitrig

(David Starr Jordan — American Scientist 1851-1931)

This chapter presents relevant background infoomabout the domain of the research -
stroke. The main aim behind writing this chapteiswa provide information for the reader to
understand the concepts later used in this thdsiggives an overview of stroke, its
pathophysiology and various impairments caused, lspéecifically the motor and sensory deficits
of upper limbs. This chapter also elaborates omeatirtests and assessments used for stroke

diagnosis and how rehabilitation and care is brougb the picture of stroke patients.

2.1 What is Stroke?

Stroke, medically also known as paralysis, apoplexyhemiparesis, is a sudden damage
to a part of the brain due to an interruption ie thormal blood supply [1]. Stroke can be
categorized into two types depending on the ca®@% of strokes areschemi¢ meaning they
result from a blockage, usually a clot (thrombusaun artery leading to the brain. 20% of strokes

arehemorrhagic They are less common but with severe effects,tdusmcontrolled bleeding in
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the brain. In ischemic stroke, if the clot is foani@ the artery directly leading to the brain it is
calledthrombotic whereas if the clot travels from some other pathe body into the brain then

it is referred to as aembolicstroke. A hemorrhagic stroke candéarachnoigdleaking blood in
the space around the brain in the area betweenbth® and skull, or arintracerebral
hemorrhage, where rupturing of a deep artery irbtfaén tissue causes bleeding. Irrespective of
the cause of stroke, tlmterruption in the blood supply causes depletiboxygen and glucose in
the affected area. This immediately reduces oristied neuronal functiomand initiates an
ischemic cascade which causes neurons to die eeffi@usly damaged, further impairing brain

function [8].

2.2 Pathophysiology of Stroke

Stroke causes a depletion of blood to the braia part of the brain. In the absence of
oxygen, the brain tissue ceases to function ifilegdrfor more than 60 to 90 seconds and after a
few hours it will undergo irreversible injury thatay lead to death of the tissue referred to as
infarction [8]. Due to collateral circulation, withthe region of brain tissue affected by ischemia,
there is a spectrum of severity. Thus, part ofttbeue may immediately die while other parts
may only be injured and could potentially recovigie ischemic area where tissue might recover
is referred to as the “ischemic penumbra”. Theeefdor clinicians it is essential to diagnose
which areas of the brain have been fully affected/\&hich can be recovered.

A secondary effect of loss of blood in ischemicibtgssue is the deficiency of oxygen or
glucose. As a result, the production of adenirmghtrsphate (a high energy phosphate compound)
fails leading to the failure of energy dependericpsses necessary for tissue cell survival [8].
This sets off a series of interrelated events dsult in damage to cellular organelles such as the
failure of mitochondria (the power house of a ¢eMjich can further lead to energy depletion

and ultimately trigger cell death. Other procedbes may take place are the loss of membrane
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ion pump function, leading to electrolyte imbalasde brain cells and the release of excitatory

neurotransmitters, which have toxic effects if asked in excessive concentrations.

2.3 Potential effects of stroke

The effects of stroke vary depending on the tygwesty, and location in the brain
affected. The brain is an extremely complex stmgctuithin the human body and each area is
responsible for a specific function. When an arethe brain is affected by stroke, it results in a
corresponding potential loss of normal functionoassed with that particular part. The brain is
divided into three main areas: Brain stem, Cerabelnd Cerebrum (consisting of the right and
left sides or hemispheres) [1].

The brain stem, as the name explains, constithtebdse of the brain. It creates a bridge
between the brain and the top of the spine. k$ponsible for involuntary actions like heart beat,
breathing, digestion, swallowing, and eye movemehtstroke resulting in a lesion of the brain
stem may be fatal since it will interrupt the fupoing of these vital involuntary processes.

The cerebellum looks like a miniature brain attacte the bottom of the brain. On the
back, it is attached to the brain stem. It conttisimportant task of maintaining balance as well
as managing some automatic responses and beh&dtoke resulting in a lesion of cerebellum
may potentially result in movement disorders, latkoordination and cause clumsiness.

The cerebrum is referred to as the “thinking braamtt mainly constitutes the central
bulky part. It not only controls the motor functitt this is the main part where thinking and
intelligence takes place. The cerebrum is subddvito right and left hemispheres. The right
hemisphere controls the left side of the body wlarehe left controls the right side. The right
hemisphere is associated with the artistic alslitad a person, music, spatial relationship,
recognizing faces etc. The left hemisphere is mesipte for scientific functions, mathematical

skills and reasoning. It also controls the abiigyunderstand written and spoken language.
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The entire cerebrum is composed of two layersgptiter being the cerebral cortex, gray
matter composed of neurons and their unmyelinabedd, while the white matter below the grey
matter of the cortex is predominantly composed gélinated axons that interconnect different
regions of the central nervous system. The cortexdéeply convoluted into folds and is

hypothetically divided on the basis of functiongaliitto four distinct lobes.

Figure 2.1: Right hemisphere of the brain. Differ¢molors represent the labeled parts.

Graphic Courtesy of: www.heartandstroke.ca (usedhapermission)

The frontal lobe is the anterior part of the braimd controls movement and higher
cognitive processes. So a stroke patient with adtecight frontal lobe would have movement
affected on the left side and with affected lefidpthe right side would be affected. The parietal
lobe, which is behind the frontal lobe, is mainsponsible for sensory activities such as
receiving and interpreting information from all {saof the body. Stroke affecting the parietal
lobe in the right hemisphere can result in a seeakigd of disorder called “agnosia”. Stroke
survivors with Agnosia can feel, see and hear,rbay not be able to comprehend what they
perceive. In some cases, a condition “Neglect” rdayelop in which the patient may ignore

everything on the affected side.
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The temporal lobeontrols the auditory functions and memory. Adesin the temporal
lobe of the dominant hemisphere (usually the le)omay cause a speech disorder known as
“Wernicke's Aphasia”. Memories are stored in the@dn part of the temporal lobe therefore
memory loss after stroke is usually temporary ukesth the left and right lobes are damaged.
The cccipital lobe, located at the posterior end of the cerebrum,espansible for visual
perception. A stroke affecting the left occipitabé can result in loss of right side vision althoug
the eyes are functioning normally. The problem leshin the brain’s processing of the

information from the eyes.

2.4  Effects of Stroke on Upper Limbs

Stroke can cause varied impairments depending eratba of lesion. In majority of
stroke patients, upper limbs are more affected tbarr limbs [9]. The middle cerebral artery is
one of the three major paired arteries which ipaasible for supplying blood to the brain. The
occlusion of this artery may result in the paralyamnd sensory loss of the contra lateral face side
and arm [8]. Stroke affecting an upper limb canseawarious sensori-motor deficits in the
patient, such as weakness of muscle [10], abnommzicle tone [11], spasticity and abnormal
movement synergies [12].

After the onset of a stroke, the impaired muscleshe affected limb become weak
within a span of few weeks. These flaccid musclesome hyper-reflexive [11]. Research has
revealed that during the recovery of upper limbction, stereotypic multi-joint movement
patterns are observed that reflect the loss ofpieddent joint control, referred to as spasticity
[13]. This spasticity hinders the normal movemend aesults in slower response during

movement.

10
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2.5 Stroke diagnosis

Physicians have several diagnostic techniques imading tools to help diagnose the
cause of stroke quickly and accurately. An earlggdbsis can be made by assessing the
symptoms and reviewing medical history. Once a olegical examination is performed along
with the stroke onset details, the occurrence dbran attack is confirmed. Having that
confirmed, the next step is to identify the locatif the lesion (area of brain or vascular teryitor
in brain affected) and assess the degree of impairtaused. There are a number of assessment
protocols used to measure the neurological defaissed by stroke. These include Chedoke
McMaster, Perdue pegboard, Fugl Myer test, GlasGoma Scale, NIH and many more [64].
Some of them are discussed later in the chapteletail. The idea of providing this information
here is to set the context of stroke diagnosisdirectly refers to the objective of this research
and that is to simplify the stroke assessment pha@eand to be able to computationally analyze
the sensory and motor deficits. Following are sarhéhe routine screening tests performed to

confirm the occurrence and analyze the degreerobda caused by the stroke [1-a].

2.5.1 Imaging Tests:

An echocardiogranuses sound waves (ultrasound) to create a picfutieecheart. The
recorded waves show the shape, texture and moveshém valves, as well as the size
of the heart chambers and how well they are workirgs test is carried out to assess
any abnormalities in the functioning of heart tbam possibly be a cause of the stroke.
An electrocardiogranmeasures the electrical activity in the heart aatéminines any
irregularity in the rhythmic motion of the hearathmay result in a stroke.

. An electroencephalogramonitors the electrical activity in thlerain in order to assess

the damage caused by stroke. It involves placingnudill metal discs (electrodes) on a

11
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person's scalp to pick up electrical impulses. €haectrical signals are printed out as
brain waves

. Cerebral / Carotid angiographyexaminesthe blood flowing in the arteries of neck
(carotids) and brain. The test involves injectindya into an artery and a series of rapid-
image x-rays are taken as the dye travels throoglatteries. By examining the flow of
blood, the size and location of any blockages cammarked. This procedure is also
sometimes used to help identify problems or mal&droms in blood vessels.

. A Computerized tomography sc@a special imaging technique that uses X-rays to
produce a 3-dimensional series of cross-sectiditassof the brain. These images can
determine whether the stroke was ischemic or hdragic. They are also helpful to rule
out other processes in the brain that can mimietfeets of a stroke.

. A Magnetic Resonance Imagiigst works on the principle of low energy radioves
emitted by a large magnet and presents a deta#sdon a monitor to produce 2 or 3-D
images of the brain. An MRI is used to detect bilegdh the brain, tumors or stroke. It is
also an excellent device for detecting smallerkstsoor strokes in the back of the brain,
which other imaging devices can miss. The imagelyced by MRI is sharper and more

detailed than a CT scan so it's often used to disgsmall, deep injuries.

2.5.2 Clinical Assessment of Upper Limbs

There are numerous clinical assessments performedgddition to the imaging tests
carried out, not only to assess the level of ufipdy impairment but also to identify the stage of
recovery. Following are some of these includedunresearch work and are also included in this
project.

The Chedoke-McMaster tedqtl7] consists of two main inventories, an impairten
inventory and an activity inventory. The activityventory test is used to assess the patient’s

functional level. It is focused on task completiather than task performance. The Impairment
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Inventory focuses on analyzing the stage of regowdrthe shoulder, postural (positional)
control, the arm, the hand, the leg and the fddtere are 7 defined stages of recovery and based
on patient’s response, the clinician derives tlsessment.

In the Impairment Inventory test, the clinicianrtteby assessing the degree of shoulder
pain in order to assess the stage of recoveryeoktioulder. At first the patient is seated with
his/her feet on the floor while the clinician cargf examines the position of the shoulder. The
clinician then physically abducts (takes away friooty) and adducts (brings towards body) the
patient's shoulder and notes whether there is tean 90 degrees of pain free range. The
Impairment Inventory has seven stages defined Houlsler, arm, hand, leg, foot and postural
control. The clinician then looks at the descriptai each of the 7 defined stages of recovery and
matches the description with his/her evaluatiothefpatient’s pain.

The Fugl-Meyer test is a well-designed, practical and efficiehhical examination
method that has been tested widely in the strokeilption. It was developed by Twitchell and
Brunnstrom [13] as the first quantitative evaluatinstrument for measuring sensori-motor
stroke recovery. Fugl Meyer assessment includesate somprising of 226 points and was
developed to assess patients recovering from hegiglone sided lesion) stroke. It is divided
into five domains: motor function, sensory functibalance, joint range of motion and joint pain.
Each domain consists of many items and each itesndsed on a 3 point scale (0, 1, 2) [14]. A
score of zero implies inability to perform, a scofeone, partial performance, and a score of two
suggests full performance. Similar to the ChedolaMester, the Fugl-Meyer test involves
physical and observational assessment by clinicians

Numerous studies carried out to understand theosemstor deficits and recovery from
stroke have used the Fugl-Meyer test as the priralinjcal assessment tool [5, 9, 12]. Other
studies focusing on the use of robotic devicegabilitation have also used the Fugl-Meyer test,

to assess improvements in patients after robosistas rehabilitation [15, 16].

13



CHAPTERZ2. PROBLEM DOMAIN - STROKE

The Perdue Pegboardest is a simple board test used to objectivefess finger and
hand dexterity. It has been shown that the Perégbdard test can correctly predict the presence
and laterality of cerebral lesions with 90% accurfi@]. The Perdue Pegboard consists of pins,
collars and washers located in four cups at thevf@apboard. Below the cups and in the center of
the board are two columns of holes, one for thietragm and the other for the left arm. There are
different tests involved in assessment of strokéepts. For each test, the examiner verbally
provides the subject with a set of standardizettunoBons on how to proceed in placing pegs,

pins, collars and washers and based on their peaitce they are scored.

Figure 2.2: Perdue Pegboard Graphic Courtesy of: wwasmedical.com/1363/Dexterity-
Tests.html (Incorporated with permission)

2.6 Stroke patients — Care and Rehabilitation

According to Heart and Stroke Foundation statiqitesried out in Feb, 2002), the cost of
stroke treatment and rehabilitation is approximat2.7 billion per year in Canada [1]. The
average acute care cost per stroketisut $27,500. Stroke rehabilitation is the predaswhich
patients that have had disabling stroke, are tleaterder to assist them in adapting to a normal
life as much as possible. This can be done bynmd@lgaand regaining the skills in a different way

to continue with their life. The reason to incomuerthis information in the thesis is to include as
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much knowledge about the domain as possible inrdadenhance the functionality of our case
based system. Successful rehabilitation of str@keepts is a vital multidisciplinary phenomenon
since the main goal and output of diagnosis angmsis is ultimately to what level did the
patient improve? This phenomenon is comprehensivd,is based on various factors, a few of
which are:

* extent of brain damage

» timing of rehabilitation

e support and patience of family and friends

* patient’s positive attitude towards recovery and

» the adeptness of the rehabilitation team, whiclughes the nursing staff,

therapists, social workers, pharmacists and/orlhpdggists.

Good nursing care plays an imperative role in fegdihydration, maintaining skin care,
positioning the patient, as well as monitoring tigals like temperature, pulse and blood
pressure. Rehabilitation may involve different #pes as required by the patient as follows:

Physiotherapys a rehabilitation therapy for patients with steakfecting the frontal lobe
of the cerebrum, primarily resulting in motor fuiectal anarchy. Since the general body
movement is affected, this therapy tends to imprtwe muscle control, co-ordination and
balance in movement of the body.

Speech therapis usually required by patients whose temporal $obk the brain are
affected by stroke, resulting in speech disordath\this therapy the facial muscles are retrained
to regain speech, to improve feeding, and to racmeen swallowing disorders.

Occupational therapys for patients who need to improve their hand-ey@rdination
and regain the skills required for daily living kassuch as bathing, cooking, getting dressed, and

carrying out vocation competency (reading, writidgying), which are the tasks affected after
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the patient has gone through a stroke. For str@liteenis, often the existing skills are lost or

diminished to the extent that they need to be tateghdapt to their present circumstance [19].

Figure 2.3: Physiotherapy performed by rehabilitati team at Saint Mary’s of the Lake

Hospital. Graphic courtesy ofhttp://www.pccchealth.org/Default.aspx?tabid=150

(Incorporated with permission)

2.7 Summary

The main objective behind this chapter was to mleva detailed background of the
problem domain—stroke. The sections; pathophysipltige effects of stroke, the diagnostic tests
and the care and rehabilitation, they were intertdgarovide the reader with a vivid idea, about
the process of stroke. A gradual and systematicgohare from occurrence to rehabilitation. The
goal was to set up a clear backdrop of stroke witlcluding any irrelevant details, but at the
same time enabling the reader to get adequate kdgelto be able to correspond with chapters

to follow.
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CHAPTER 3

KINARM - Kinesiological Instrument for

Normal and Altered Reaching Movement

"I never think of the Future - it comes soon enough" (Albiet&in)

This chapter elaborates on the robotic devices stk assessment and rehabilitation of
upper limbs with an emphasis on KINARM as an infdimeameans of quantifying upper limb
impairments. It also describes the setup and methiochow KINARM assessment was

incorporated in the CBR system.

3.1 Use of Robotic Technology in Assessment and Rdilitation

Recently, there has been an explosion in the apit of robotic technologies for
guantifying motor function. These devices have i§igantly made a difference in contributing to
the knowledge of neural and mechanical basis obmoantrol [7]. The successful use of such
robots in research has shown potential for theg msa clinical setting. With an increased
demand on the healthcare system and limited ressuresearchers are motivated to think about

ways in which to optimize the quality and cost-eefiveness of healthcare. Many robots have

17
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been designed with a focus on rehabilitation usés robots were developed, not to replace
therapists, but to assist and support them in tb#orts to facilitate a disabled individual's
functional recovery.

The MIME (Mirror-Image Motion Enabler) robot is used to move the affected arm in
straight lines or in complex patterns, along adtdg surface or in a 3-dimensional space [72].
The subject’s forearm movement is passive whenstitgect is unable to move by himself,
therefore, the movement is facilitated by the rolar the other hand, the action is active when
the subject initiates the movement. The robot glesiany necessary assistance to the impaired
arm if required to complete the movement. MIME takemmands from the unaffected arm to
help move the affected arm in a mirror-image pattérhis permits practice of bi-manual
movements to aid in the recovery of muscle conRelksearch studies with MIME show that both
robot-assisted and unassisted stroke groups imgrihr ability to move the affected arm, but
the robot-assisted group showed a faster recov@ly The MIME project used the Fugl-Meyer
test to assess the improvements in motor perforenanc

ARM Guide (Assisted Rehabilitation andMeasurementGuide) is used to assist in
recovery [73]. The aim is to examine whether themaaical assistance provided by the robot or
the repetitive movement attempts made by the patien the primary cause of recovery.
Experiment results showed comparable results betseejects who performed free reaching and
subjects that underwent robot assisted reachingM ABuide uses Chedoke-Mcmaster for

assessment.

3.2  Visually Guided Reaching Movements in Stroke Rints

Several studies have examined the kinesiologyatiepts following stroke. It
was seen that patients with hemiparesis producd havements that are less smooth,
more variable, slower and more segmented with atgreaumber of velocity peaks, than

neurologically intact subjects [92], [93], [94]. Iohg with these differences in hand
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kinematics, stroke subjects can also be charaeteby high within-subject variability on
repeated performance [95], [96]. In a recent stedyly this year [97] it was observed
that “directional deviation”, or the difference een the initial hand movement
direction and target location, was anisotropic greatest to targets farther away from the
subjects. It was also noted, through an analysjsint kinetics, that these directional
deviations were associated with abnormal spatiainty of the muscle torque at the
elbow. Another research reported that hemipaigditents exhibited a deficit in inter
joint coordination, as characterized by a lag imoel rotation with respect to that of the

shoulder [12].

The goal of most upper limb studies on strokeepési was generally focused on
guantifying recovery after stroke, or on showingaufitative differences between
neurologically intact subjects and a group of strgkatients. In most cases, the
populations of stroke patients chosen for the studiere relatively homogeneous such as
in this study [98], 15 stroke patients were choskh,of which had a single ischemic
stroke in the territory of the middle cerebral ayte Another study [10] had only 8
subjects, out of which 6 exhibited similar deficit3herefore, while they can identify
clear differences between stroke and control stdjethe experiments were not

developed to create quantitative assessment tools.

3.3 Bi-lateral KINARM Setup

Robots have been used extensively in rehabilitdién 16, 76]. There have been limited
attempts, so far, for their use as clinical assessrtools [40]. One of the particular interests is

the robot’s ability to quantify even subtle variats in motor performance during different
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Figure 3.1 Bilateral KINARM device used in this stiy.
experimental trials. Such differences are not lestb the naked eye as observed in most of the
clinical assessment settings.

In this research, the dual-arm robotic device KINR/as used to collect data for stroke
assessment besides the other conventional asséssmasures. KINARM, which stands for
Kinesiological Instrument for Normal and AlteredaRbing Movement, is a robotic bilateral-arm
system (BKIN Technologies Ltd., Kingston, Canadent§1999). It is the only device of its kind
that measures multi-joint movement at the shoulddrw and hand, leading to new findings
about how the brain coordinates limb movements. dn exoskeleton comprising of hinge joints
that align the subject’s shoulder and elbow in & Wt enables arm movement on a horizontal
plane. The subject's arm (including the upper amelarm) is attached to the mechanical linkage
by fiberglass braces (see Figure 3.1). Motors agidd¢o the mechanical linkage provide angular
position of the joints and can apply torques eitbehe shoulder or elbow, or both.

Although many studies were aimed at understandppgeulimb impairments in stroke
subjects, very few incorporated motion analysis [22, 75]. KINARM is used in combination

with a computer projection system that uses a geaplidevelopment environment, LabView,
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which manipulates and analyzes the entire data.sBihee computer also controls eight virtual
targets in the plane of the arm, such that thexiiichgier tip and target positions are projected as

small circles on a semi-transparent mirror.

3.4 KINARM Tasks

KINARM is being used to study the sensory and mdtorctioning in upper limbs;
therefore, several tasks are designed that arerpextl by the stroke subjects as well as the
controls in order to study the phenomenon. Forildetd the KINARM tasks please refer to

Appendix A. Figure 3.2 shows the sensory matchasg.t

A+ At
Robot Subject
O ¢ O)(O @ O
0/ o||0 ¢\O
Q% 0)\0 OQQ

+
Oleft Oright >

Figure 3.2: Sensory Matching Task. The subjectigpposed to match the right arm to the left

arm that is moved by the robot.

3.4.1 Sensory-Matching Task (Position Matching)

In the sensory matching task, the subject canrohisgher arms. There are nine different
spatial locations. One arm is moved passively &y KlINARM to one of these nine spatial
locations in the horizontal plane and then theexttbg required to actively move the other arm to
a mirrored location in space. Data for the activatyving arm is collected in terms of joint angles

and hand position. There is no visual feedbacknduthe task [85].
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Figure3.3: Centre-out reaching task. Finger tipogition is marked by the green circle.

3.4.2 Center-Out reaching Task

For each center out-reaching task the subjectjisined to match their finger tip position
with a target position as soon as the target ilhatgs. Figure 3.3 clearly shows the green circle
marking the finger tip position. The subject mowés’her hand to one of eight targets from the
center-hold position. Once the target light comesand after it is turned off the subject moves
back to the central position and waits for the nextdom target light to be turned on. The
position of the finger tip and the velocity duringeaching task are recorded. Eight repeat trials
are performed for each target as seen in FigureThd order of target presentation is random.
Three seconds are given to complete a single neguthial and data recording stops after three
seconds are over. If a subject completes theitrialtime frame less than three seconds then they
are required to maintain their hand in the perightrget location until the peripheral target tigh
goes off.

In order to further elaborate how the performantelitferent subjects can be visually

distinguished by the center-out reaching task, s@aselts are shown in Figure 3.5.
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TARGET 3
TARGET 4 90 degrees
135 degrees

TARGET 2
45 degrees

TARGET 5

180 degree TARGET 1

0 degrees

TARGET 6
225 degrees

TARGET 8
TARGET 7 315 degrees
270 degrees

Figure 3.4: Target positions on the KINARM devicA. The subject moves his/her hand to one
of eight targets from the center hold position (Gertip) once the target light comes on. B.
Targets in terms of angular design on the bilaterglstem

The figure displays hand trajectories of three sciig in three different colorbjue for
the control subjectred for thestroke subjectith right sideof brain affected andreenfor the
stroke subjectvith lesion on thdeft sideof the brain. The results are visually significamid
distinct as for the control subjeddB), it can be clearly observed that the hand perdmce is
guite smooth for both the arms. However for thgestthwith right side of the brain affectedJ)
the irregularity is seen in the left hand perforcewhereas for the subject with left side of the
brain affectedKC), the hand trajectory of the contra-lateral sidght side) exhibits irregularity.
This also corresponds to the information providedier (Chapter 2, Section 2.3), that right side

of the cerebrum controls the left side of the bady left side controls the right side of body.
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DB-Left Arm (Control) AJ-Left Arm (Left lesion) FC-Left Arm (Right Lesion)

DB-Right Arm (Control) AJ-Right Arm (Left lesion) FC-Right Arm (Left Lesion)

Figure 3.5 Reaching tasks performed by a controbgect (DB) and two stroke subjects (AJ

with left cerebral lesion) and (FC with right ceredl lesion) (used with permission [78])
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3.5 Parameters Selection

There are many variables and parameters to clardtion analysis by KINARM that
were studied by previous students such as handgragth, number of first peak velocities, hand
path distance ratio and tangential velocity [6]eTdarameters that are chosen for this research to
be used in the CBR system are enumerated as follows

* RT_mean (9: the subject’s reaction time ie. the length of the interval between when the
target light appeared and first volitional movement was detected.

* PostureSP_mearm/s): Posture speed t&e average hand speed.

* TMT_mean(s): Total movement tim@ the total time of movement from start till the end.

« PathLenRatio_mean (m): Path length ratio is thestimated length of the hand path
during the total movement.

» MTMaxSP_mean (m/s): Movement maximum speed, MTMaxSP_mean refers to the
maximum hand speed between the movement onsefftsetl o

*  FMTMaxSP_mean (m/s):First movement max speégticates the first local maximum
hand speed found after the target light came on.

* FMTDisErr_mean (m): First movement distance errdy the distance between the
hand position after the first movement (at the minimum hand speed subsequent to
FMTmaxSP) and the centre of the peripheral target (T2).

* FMTDirErr_mean (rad): First movement direction error is the difference in angle
between the optimal reach path and the subject’s initial reach direction.

For each parameter the mean for all trials (forhetarget) was used, reason being that it is
insensitive to the noise that may be caused byeintidn of the subjects. These eight parameters
are particularly given preference over the othezsalise each of them possessed important
information that was later utilized in classifiaati of stroke subjects. Please refer to Chapter 5,

Section 5.3.2 for details. For instance, FMTMaxSBamrefers to the maximum hand speed
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between the movement onset and offset. In clasgifgiroke impairment this is a fundamental
piece of information since stroke subjects reveahtpr variability in the kinematics/kinetics of
their movements than controls. RT_mean on the dtlaexd measures the response time of a
subject to a stimulus that is the length of thenvdl between when the target light appeared and
first volitional movement was detected. Howevenvés chosen because theoretically it reflects
the sensory capacity of brain to detect a stimwnsl, the processing time involved in planning
and initiating a response. This mechanism of byaincessing is referred to as open loop
processing [77].

An algorithm for the automated detection of movetmemset has been developed by
Scott's group [6]. This allows for the calculatiohreaction time (See Figure 3.5). Now with the
latest development of movement offset algorithntendly developed, parameters that can
measure the closed loop components can be cald@atample, total movement time that could
not be calculated before, in the absence of moveoiféset.). It is expected that stroke subjects
with a lesion affecting the open loop processindgl wiesent a higher reaction time value,
meaning a slower response. FMTMaxSP_mean of thd hasasures the speed of the initial
movement; therefore, if a subject can only initisitav movements, it can be clearly identified by

this parameter.

3.6 Research Conclusions

The data analysis that has been carried so fagrdag this research by fellow
researchers have concluded that although contigésts show variability in the magnitude of
reaction time, they tend to show symmetry in reactime values for both arms and both
movement directions [78]. Although some stroke satsj had shown a longer reaction time than
control subjects, a stronger observation that wésated in the results was that of the difference

in reaction time for both arms caused by single @npairments. Symmetry in reaction time for
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both arms and both movement directions could theedbe incorporated as part of a new clinical
score on reaction time.

Analysis of FMTMaxSP_mean for different muscle greproved to be more difficult as
symmetry of both arms for control subjects was oobserved on shoulder extension and
shoulder flexion. Many stroke subjects also showgdilarity in FMTMaxSP_mean for the
shoulder muscle groups. For elbow extension andwelfiexion the only notable difference
between control and stroke subjects was that ohihade as some stroke subjects (with affected

left arm) presented a lower value for FMTMaxSP_nm@&h

3.7 Correlation of Summarized Parameters with Clincal Scores

The results oRT_meanand FMTMaxSP_mearwere comparedvith the Chedoke
Arm scores and the Purdue Pegboard scores thaaleevéhat some correlation was
observed but each measure has its own advantage.inBtance, RT_mean and
FMTMaxSP_mearare parameters that are capable of capturing déleggponse time
which the other two clinical protocols are unaldectapture. Clinical measures on the
contrary, are able to capture impairments not dedeby the KINARM parameters. For
example, the Purdue Pegboard score can measuraelbardity problems. Therefore it is
suggested that the KINARM system should not replaceent assessment measures;
rather its use could provide new additional infotiora that could assist in rehabilitation
[78]. In our research we incorporated KINARM assamst as well as the assessments

done with Chedoke McMaster and Purdue pegboardgqots
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Chapter 4

Background - The Computational

Technigues

"I have but one lamp by which my feet are guided, that is the lamp of experience. | know no

way of judging the future but by the past”. (Pakridenry)

This chapter consists of two main parts, refertmthe main computational technique - CBR and

the particular framework that was appliedZ4-3. The first part provides a synopsis of CBR

elaborating on the main principle of this Al pagdj its architecture, previous work carried out

in this area and its diverse applications, withpacgal emphasis on its significance in health

informatics. The second part presents the backgrafinZ_4-z (tatry), its design, functionality

and its diverse applications that provided motatio use it in this research.
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4.1 What is CBR?

We humans are strong problem-solvers. We solveyeday problems ranging from a
simple task like a change of recipe (to alter t#stet), avoidance of heavy traffic hours and routes,
to complex tasks like troubleshooting locomotivelgems of an airplane. In all the scenarios the
objective is to improve the performance and efficie with the utilization of experience and
that’s what the objective of Al is as well. In adey to day living, we observe that carrying out

human expertise using a machine is much more gremtsurate and time-efficient.

Theoretically speakingCBR is an important paradigm of artificial intelligenenainly
used for problem-solving [3]. It tends to applyig@fnt methods to define descriptive patterns and
explanations within an enormous amount of data. Gdmc idea behind CBR is to solve a new
problem by remembering and reusing information freomrevious similar experience. It can be
applied in a variety of ways based on the intendgeel of the reasoning, such as to adapt and
combine old solutions to solve a new problem, ttigere new solutions based on old cases or, to
classify entities based on the criterion of simikatures.

The roots of CBR in Al can be traced from the theiof concept formation, problem
solving and experiential learning within philosopdnyd psychology [23, 24]. Their objective was
to develop decision-support systems that help twesproblems in open and weak theory
domains. In other words, hard problems need immtauethods to ground their models in real
world situations. The field was further enhancethwvtihe contributions of Roger Schank by his
research in dynamic memory and situation pattemngroblem solving and learning [25]. His
idea of a problem-solving system comprised of ablem-solution criterion, in which the
reasoner solves new problems by adapting relezsatscfrom the problem library.

Analogy-making, refers to our ability to see a jgatir object or situation in one context
as being “the same as” another object or situatianother context. It plays a significant role in

problem solving, decision making, perception, amanwnication just like CBR. Gentner
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performed investigations that are attributed tola@gieal reasoning [26]. He developed a
theoretical framework for analogy. Carbonell exptbithe role of analogy in learning and plan
generalization [33]. CBR has also been applieth¢dield of legal reasoning, which requires a lot
of expertise and involves multiple factors. Risdlavas the pioneer who applied CBR to this field
[34].

The first system that is considered as a case-b@sesbner can be attributed to Janet
Kolodner at Yale University and was named CYRUS].[22was based on Schank's dynamic
memory model. CYRUS contained knowledge, in themfoof cases, and was basically a
guestion-answering system with information of tteious travels and meetings of former US
Secretary-of-State Cyrus Vance. Subsequently, avitincreasing number of research papers and
diverse applications, CBR has grown into a fieldvidespread interest. It has proven itself to be
a methodology suited to solve “weak theory” domawasich are the areas in which it is difficult

or impossible to educe first principle rules toaibtsolutions.

4.1.1 Significance of CBR

Humans and computers can interact in a prolific mearin order to solve problems with
the application of CBR. Looking at the CBR phenoprersome processes are easier to perform,
for humans where as others are more appropriateofoputers. People for instance can perform
creative adaptation very well but might not rementhe complete range of applicable cases due
to being biased in their memory or for novices teélf do not have the adequate experience to
solve a variety of problems. Previous work has shtdvat CBR provides a number of advantages
over alternative approaches [22].

. CBR does not require extensive analysis of domaiawkedge. It permits problem
solving even if the reasoner does not have full@iarknowledge. The main requirement

is to be able to compare two cases.
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. CBR allows shortcuts in reasoning. If a suitablgecs found, a solution can be promptly
proposed.
. CBR can lead to improved explanation capability situations where the most

comprehensible explanations are those that invapeeific instances [62].
. CBR can help in avoiding previous errors and inlifating learning. In fact the system

keeps a record of each situation that occurrefufare reference.

41.2 Architecture of CBR

CBR methods can be divided into four main stepsjeve -find the best matching
case(s)freuse -information and solution of the matched casefsyjse -make changes to the
proposed solution in order to best suit the prepesitlem, andetain - add to the case base for
later use and learn from this problem solving edgrere. This decomposition of the CBR cycle is

derived from the contributions of Aamodt and PIE8jeand shown as follows:

Problem
RETRIEVE
New Case Cases
_— R
Learned Case Case E
Base u
R S
E E
T
A
|
N
Tested REVISE

Solved Case

repaired Case

! '

Confirmed Suggested
Solution Solution

Figure 4.1: Graphical representation of CBR CyglAamodt and Plaza) [3].
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4.1.3 Case Representation

A case refers to a real-world experience in a oedat of circumstances. Generally a
case is composed of three main parts: a problemsplution and the corresponding outcome that
can make it a positive or a negative experiencg RZaseshould not be misunderstood with a
simplerecord Let us consider a library database, containingdheds ofecords(books, journals
and articles). In order to change one of theselsimgzords into a case, it is required to associate
an experience to the record, such as a studergsiggehe library database with a goal, (e.qg. find
a fiction novel), with a situation context (e.ghufsday afternoon), with a strategy (e.g., book of
a particular year, by an author) and with an outef@edback (e.g., specific record accessed or
student’s satisfaction/dissatisfaction).

A record is static information with no particulana, task or action associated to it. On
the other hand, a case comprises of active inféomatactive in the sense that there is real time
experience associated with it. A case has beenatbfis “A contextualized piece of knowledge
representing an experience that teaches a lesswlarhental to achieving the goals of the
reasoner” [22].

Example A case comprises of three main parts: problertytiso and the outcome.
Problemin some cases is further divided into goal, desiom and constraints, depending on the
reasoner. CHEF which is a case-based planner oseddipe creation can be used as an example
[28]. Let's take an example of making a dish wilticken and corn that should be sour and spicy.
The case components for this case would begtiaé— making a dish, thproblem description
should have the constraints that it should havekelm and corn as ingredients and have a sour
and spicy tasteSolutionfor this case will be ‘Chicken corn soup’ whichtliee dish that satisfies
all the constraints, and tfeutcoméeedback is how the taste was. Was it too soyveofect?

Was it too thick, too watery or perfect?
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Case Representation in various CBR Systems

There are numerous ways to represent a case. Bsesdge-based systems have adapted
various methods to represent cases. They can ls@mgde as database records, a$Battle
planner (Goodman 1989) that consisted of 600 cases, orait have a complex frame-based
representation as Mediator [69] which was used for dispute resolution aredEE [28] which
was a simple meal planning system, representeds dasthe format of a goal, a situation, a
solution and a feedback.

Cardie [67] presented his case-based system aresegied cases in the form of a single
open-class word and the corresponding contexthik dase base, cases were described by 38
attribute-value pairs. PROTOS that was developetiendomain of clinical audiology was used
to classify hearing disorders. It comprised of 2@@es in 24 categories, from a speech and
hearing clinic [43]. Figure 4.2 shows the visugiresentation of a case designed by Cardie, case
representation in CHEF and in PROTOS. Before weg®d to the first main step of CBR cycle;
case-retrieval, some important concepts about indexre elaborated that play an important role

during case retrieval.

41.4 Case Retrieval

The goal of case retrieval is to return the bedsicmag case(s) from the case base. The
process of retrieving a case or a set of cases flencase base is also termed out as
‘remembering’lt basically involves two steps: [22]

i. Recalling previous case3he main aim of this step is to retrieve those gakat have the
potential to make relevant predictions about thes wase. This step is carried out by using
featuresof thenew casasindexes;based on which a match is generated from thelitaaey.

ii. Selecting the best subs@the most promising case(s) is (are) selected mgtdp. The main
aim of this step is to minimize the number of relevcases to a few most closely matched-ones.

Sometimes only one case is selected; sometimeslasehis chosen.
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Example In planning a meal for a group of friends, thesthmightremember(refers to
retrieval) how she did the planning for the pregi@et-togetherréferring to case-library. Her
experience refers to one of the relevant capegould help her plan the dishes such as she

remembered one of her friends is a vegetarian aadsoallergic to nuts.

CHEF

Case

A Composition

Goal Situation Solution Feedback
Example: Example: Example: Example:
(To prepare a dish) (Available / missing (Recipe to follow) (Result of food preparation)

ingredients)

Context

Open Class
Word

B. PROTOS
Case Representation

C.
Figure 4.2: Representation of Cases in different &&aBased Systems A.CHEF [28],

B. PROTOS [43] and C. CARDIE [67].
Therefore, keeping both of them in mind she wowdtod include some vegetarian dishes and

avoid any nuts in the desserts or dishes that shpgapes. Similarly, in CBR, cases that satisfy the

similarity criterion are retrieved and informatioantained in them is used to solve the situation.
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Case Retrieval in various CBR Systems

There are several retrieval algorithms that hawenl@pplied by different reasoners. Case
retrieval takes place as a combination of searchimd) matching. The case base is searched in
order to find the matching cases, which can beyardl for their potential usefulness. This
analysis of potential usefulness is performed wWithhelp of ‘matching functions’. In some CBR

systems, search and matching is a sequential meidlingdle as in some it is interleaved [22].

Similarity and Matching

The degree of match refers to how well the valdabe corresponding attributes match.
It is an important parameter pertaining to meagutime distance between two values, on a
gualitative scale [22]. Two main concepts that rexjimportance with regards to matching are:
importance of alimension(descriptor/attribute) in analyzing the similarapddegree of match
of thevalues,along a certain dimension.

Dimension Some dimensions (descriptors/attributes) of s g more important in
judging the usefulness than others, therefore,fiiciemt retrieval algorithm takes into account
which features/attributes of a case are more impbrand categorizes (scores) the cases
accordingly. For example, if the reasoner is attiamgpto choose a diagnosis based on the age,
then a match between the current case’s age aod whlage in an old case are most important.
Next in importance are matches between the consdrtfiat guide how the range of symptoms
must match; next in importance are matches of #seriptive features which assisted in choosing
the plan previously. If two values are within thearge qualitative range, they are considered a
match, for example age 60 and up is consideretHamge, therefore, 62 and 75 are a good match,
40 through 59 is middle age and 20 through 39 msiciered as young adult. Therefore, ages 41
and 63 are one gualitative region apart where aan8363 are two qualitative regions apart. This

concept is reflected later in Chapter 5 for theeeal algorithm for this case base system.
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Degree of matchSometimes, dimensions (attributes) match eackrgplartially. For
example in one case the dimensiwlor is specified ased and another asrange Red and
orange match better thared andblue but not as well ased andred. Therefore, an efficient
matching algorithm also takes into account the eegof match along with the dimension
(attribute). However, cases that match well on irtgyd dimensions (attributes) are considered as
better matches than those that match well on hepsiitant dimensions [22]. For example, for a
reasoner to diagnose a disease, a case that matehesymptoms (heart rate, pulse, and
temperature) would be a better match than the baehas same height, weight or hair color.
Following are a few of the algorithms used by vasioeasoners [22]:

i. Serial search on a flat memoryhis algorithm is easy to implement and perfornialla
search of the case library by applying a matchimgfion sequentially to each case in the library
and returning the best matching ones, but the prolalrises when the case library gets larger and
eventually the search becomes slower. In ordeetd @ith this problem the memory should be
partitioned so that the search algorithm can wdiikiently.

ii. Shared—feature networks patrtitioti:divides the case library according to the siakthe
sets of features shared by cases. Searching stwbrke is more efficient than a serial search but
it has a disadvantage of missing even well-matcbaggs if the network is not prioritized.

iii. Prioritized discrimination networkdn such networks the case library is divided iote
dimension at a time, the one being the most impodanension being the first. However this
algorithm has problems dealing with missing featurea new case and also if the system is used
for several tasks that have to be prioritized sspéy.

iv. Redundant discrimination network3his overcomes one of the problems faced by
prioritized discrimination networks because it aal with the missing features in a new case.
Multiple discriminations are performed at each levethe network. This has been one of the
most commonly used algorithms in most of the papskstems. The reason being that this

approach provides the best matching cases, buteonther hand it also returns barely-matching
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cases, therefore a second phase of matching Haes performed. Several variations have been
performed on this algorithm; however, this methdves for a better and more accurate
retrieval.

V. Parallel retrieval algorithms In parallel retrieval, unlike serial search, atchang
function is applied to all the cases in the libraryich makes the search far more efficient than
serial search. However, the main significance ohltel approach is not in terms of efficiency but
rather it is meant to allow indexing as a labelgrgsent process rather than a process of pointer
assignment [22]. Parallelism tends to speed upptbeess but the need to partition the case
library will have its own significance. Table 4.hasvs some of the retrieval algorithms applied

by different case base systems:

Case-based System Retrieval Algorithm
CHEF[28] Discrimination net search
CASEY [42] Redundant discrimination network
PROTOS [43] Classification algorithm
CYCLOPS [27] Serial search

Table 4.1 A few case base systems with their reédi@lgorithms [22].

415 Attribute Selection

In a CBR system, attributes are the key featured tws classify cases and develop a basis
for the similarity criterion. Since case-based sifeeys and nearest-neighbor algorithms are very
sensitive to their input features, irrelevant htites may cause an increase in the classification
error. The classification of attributes is a compdend important phenomenon because the main
goal here is not to includany attributes/features; bunformative attributes/featuresThe
significance of removing the irrelevant attributeatures (non-informative) ones is to overcome
the curse of dimensionality [79]. The term referghe problem caused in scenarios, where there

are tens of thousands of attributes but only alfandred cases/samples, such as in domains like
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micro array data sets measuring thousands of geimadtaneously. The potential benefits of
attribute selection may include: enhancement of CB&formance, facilitation in data
visualization and data understanding; reductiorstiorage requirements and improvement of

prediction performance.

Attribute Selection Techniques

There are various attribute selection techniquesiwban be categorized according to a
number of criteria. One popular categorizatiomiseirms of “filter and wrapper” to describe the
nature of the metric used to evaluate the wortittoibutes [106]. Wrappers evaluate attributes by
using accuracy estimates provided by the actugktdearning algorithm. Filters, on the other
hand, use general characteristics of the data dluate attributes and operate independently of
any learning algorithm. Another useful taxonomy duder attribute selection is dividing
algorithms into those which evaluate and hence riaglkvidual attributes and those which
evaluate and rank subsets of attributes. We congidee methods that evaluate individual
attributes Ipformation gain attribute ranking, relief & prinpal components analysisgnd
produce a ranking unassisted, and a further thethods Correlation-based feature selection,
consistency-based subset evaluation & wrapper sudsaluation)which evaluate subsets of

attributes. Following are some of the popular ttigs selection techniques:

» Information Gain Attribute Rankind:his is one of the simplest (and fastest) attgtranking
methods and is often used in text categorizatigii@gions where the sheer dimensionality
of the data precludes more sophisticated attrilsadection techniques [111]. If A is an
attribute and C is the class, the amount by whighentropy of the class decreases reflects
the additional information about the class providgdhe attribute and is called ‘information
gain’. Each attribute is assigned a score basateinformation gain between itself and the

class.
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* Relief: Relief is an instance based attribute ranking mehatroduced by Kira and Rendell
[107]. Relief works by randomly sampling an instarfoom the data and then locating its
nearest neighbor from the same and opposite dassvalues of the attributes of the nearest
neighbors are compared to the sampled instancesedito update relevance scores for each
attribute.

» PCA - Principal Component AnalysiBrincipal component analysis is a statisticahbégue
that can reduce the dimensionality of data as grbguct of transforming the original
attribute space. Transformed attributes are fortnefirst computing theovariance matrix
of the original attributes, and then extracting éigenvectors Eigenvectors can be ranked
according to the amount of variation in the origidata that they account for. Typically the
first few transformed attributes account for madsthe variation in the data and are retained,
while the remainder are discarded [108].

Following are the methods that evaluate the suledetttributes:

* CFS- Correlation-based Feature Selectiomhis is the first of the methods that evaluate
subsets of attributemther thanndividual attributes At the heart of the algorithm is a subset
evaluation heuristic that takes into account trefulsess of individual features for predicting
the class along with the level of inter-correlatiamong them. The heuristic assigns high
scores to subsets containing attributes that @eyhcorrelated with the class and have low
inter-correlation with each other [109].

» Consistency-based subset evaluati®everal approaches to attribute subset selectian
class consistency as an evaluation metric methbds& methods look for combinations of
attributes whose values divide the data into sgbsattaining a strong single class majority
[110]. What usually happens in this technique &t thhe search is biased in favor of small

feature subsets with high class consistency. Data with numeric attributes are first
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discretized and then a modified forward selectiearsh is used to produce a list of attributes,
ranked according to their overall contributionhe tonsistency of the attribute set.
. Wrapper Subset EvaluatiolVrapper attribute selection uses a target legralgorithm

to estimate the worth of attribute subsets. Cradslation is used to provide an estimate for
the accuracy of a classifier on novel data whengusinly the attributes in a given subset.
Wrappers generally give better results than filleesause of the interaction between the
search and the learning scheme's inductive bie®].[But improved performance is attained
at the cost of computational expense; a resuliagfrg to invoke the learning algorithm for

every attribute subset considered during the search

Machine learning using WEKA

Baker and Jain reported experiments comparing Blévature evaluation criteria and
concluded that the feature rankings induced byowuarirules are very similar [102]. The
conclusions are that no feature selection rulepgsor to the others, and that no specific stsateg
for alternating different rules seems to be sigaifitly more effective. Mingers compared several
attribute selection criteria, and concluded thatdbality of selected attributes is independera of
specific criterion [103]. He even claimed that ramdattribute selection criteria are as good as
measures such aformation gainranking methodlescribed in the last section [104]. Although,
the later claim was refuted [105], where the awgtaogued that random attribute selection criteria
fail when there are several noisy attributes.

For the CBR system in this research, the tool thas used is based on all of the
techniques explained above. In order to performibate selection, we appliedWEKA
(Waikato Environment for Knowledge Analysis), whitcha powerful open-source Java-based,
machine learning workbench [112WEKA is comprised of numerous machine learning
algorithms and tools under a common framework aleitly an intuitive graphical user interface.

WEKA has two primary modes: a data exploration mode&, am experimental mode. The
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experimental mode, @erimenterallows large scale experiments to be run withltestored in
a database for later retrieval and analysis whetbedata exploration modexfdorer’ provides
easy access tWEKA'svarious modules to explore data, which include daprocessing,
clustering, classification, association, attribsééection and data visualization. These actions can
be performed by the respective tabs at the topers s Figure 4.3 and 4.4:

1. PreprocessTo choose and modify the data being used.

2. Classify To train and test learning schemes that classifyerform regression.

3. Cluster To Learn clusters for the data.

4. AssociateTo learn association rules for the data.

5. Select AttributesTo select the most relevant attributes in tha.dat

6. Visualize To view an interactive 2D plot of the data.

Attribute Selection in WEKA

Attribute selection iNWEKA involves searching through all possible combinatianf
attributes in the data to find the best subsettwibates that can be used for prediction. This
requires two steps: to select an attribenaluatorand to choose search methadTheevaluator
determines which method to be used in order t@yassorth to each subset of attributes, where
as thesearch methodecides the style of search performed.

Evaluator Methods: Section 4.1.5.1 provides a detail of various popatribute selection

techniquesWEKAincorporates all of those as well as few more (lesd as follows [112]:

1. CfsSubsetEvalvaluates the worth of a subset of attributes bysit@ming the individual
predictive ability of each feature along with tregdee of redundancy between them.

2. ChiSquaredAttributeEvatvaluates the worth of an attribute by computing ¥hlue of the
chi-squared statistic with respect to the class.

3. Classifier subset evaluat@valuates attribute subsets on training datasaparate hold out

testing set.
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ConsistencySubsetEvalvaluates the worth of a subset of attributes Iy tevel of
consistency in the class values when the traimisgances are projected onto the subset of
attributes.

GainRatioAttributeEvakvaluates the worth of an attribute by measurmgggain ratio with
respect to the class.

InfoGainAttributeEvalevaluates the worth of an attribute by measurirgitifiormation gain
with respect to the class.

OneRAttributeEva¢valuates the worth of an attribute by using the®classifier.
PrincipalComponentsit performs a principal components analysis aadgformation of the
data.

ReliefFAttributeEvalevaluates the worth of an attribute by repeatsdiypling an instance
and considering the value of the given attribute tfee nearest instance of the same and
different class. In other words it searches forrestaneighbors of examples with different
class labels, and hence the features are weigloeddatg to how well they differentiate these
examples.

SVMAttributeEvakvaluates the worth of an attribute by using an SMAdsifier.
SymmetricalUncertAttributeEvaévaluates the worth of an attribute by measuring t
symmetrical uncertainty with respect to the class.

WrapperSubsetEvavaluates attribute sets by using a learning sehem
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Figure 4.3: Screen shot of WEKA showing data prepessing of the selected attribute left

(Side of Brain), further details at right top (Comtl 10, Left side affected 26, Right side
affected 17 and both sides affected 2. Right bot&imows the corresponding visualization

Remaove

represented by different colors.

Search Methods:There are numerous search methods that can bencfarsattribute selection

in WEKA A brief description of each is given as follovitd 2]:

1. BestFirst garches the space of attribute subsets by greddgliibing augmented with a
backtracking facility. Setting the number of conge@ non-improving nodes allowed
controls the level of backtracking dorigestFirstmay start with the empty set of attributes
and search forward, or start with the full set wfilautes and search backward, or start at any

point and search in both directions [112].
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2. ExhaustiveSearch epforms an exhaustive search through the spacettdbute subsets

starting from the empty set of attributes. It répdhe best subset found.

| Preprocess | Classify | Cluster | Associate | Select attrbutes | Visualize |
Classifier |
348 -Coz5 M2
Test options Classifier oukput
() Use training set ”~
OSuppIied fesfeat === Htratified cross-walidation ===
=== Hummary ===
(%) Cross-validation  Faolds |10 |
OPercentage <plit 5 I | Correctly Classified Instances 42 93.3333 %
— Incorrectly Classified Instances 3 6.6667 %
[ Mare opkions... ] Kappa statistic 0.8615
Mean absolute error 0.0617
{Morm) Type of Stroke 2 ‘ Foot mean squared error 0.2077
| Relatiwve absolute error 19.1636 %
Foot relative sgquared error 52,3246 %
Taotal Mumber of Instances 45
Result list (right-click For options)
5_1-37.’/‘;4:2?—rules.Ze?o'R ‘ === Detailed Accuracy By Clazg ===
113:124:43 - brees, 148
154 - brees. 48 TP Rate FP Rate Precision Recall F-Measure ROC Area Class
1 0 1 1 1 1 Control
0.75 0.049 0.8 0.75 0. 6867 0.538 Hemorrhagic
0.935 0.071 0.967 0.935 0.5951 0.939 Ischenic
=== Confusion Matrix ===
a b ¢ <-- classified as
10 0 0] a = Control
0 3 1l | b = Hemorrhagic
0 2 2% | ¢ = Ischemic
v
; 2] & |
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Figure 4.4 Screen shots of WEKA showing Classifiabt high-lighted showing the
classification of’ type of stroke’. The classifiesutput area on the right gives the details of

correctly classified (93.3 %) and incorrectly clafésd (6.6%) instance.

3. FCBF (FastCorrelationBasedFilterjs a feature selection method based on correlation
measure and relevance and redundancy analysssudiei in conjunction with an attribute set
evaluator (SymmetricalUncertAttributeEval).

4. GeneticSearclperforms a search using the simple genetic algardlescribed in Goldberg

(1989) [113].
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5. GreedyStepwisperforms a greedy forward or backward search thrdhg space of attribute
subsets.

6. LinearForwardSelectioiis an extension of BestFirst.

7. RaceSearckletermines the cross validation error of compeditigbute subsets.

8. RandomSearcperforms a random search in the space of attrgulsets.

9. Rankerranks attributes by their individual evaluations.

10. RankSearcluses an attribute/subset evaluator to rank aibates.

11. SubsetSizeForwardSelectisnan extension of LinearForwardSelection.

Once theevaluatorandsearch methodare chosen, the next step is to choose one of the
attribute selectionmodes. One possibility is theull Training setin which theworth of the
attribute subset is determined using the full $etaining data. The other Sross-validatiorthat
uses a process of cross-validation to determinevttth of the attribute subset. Besides these two
modes there is another option@fassifyto be used to specify the attribute that can leel @s a
class. In Section 5.2.2.1 Chapter 5, further detollow whereWEKA has been applied in
conjunction with the expert advice to determine ridweking of attributes for our proposed CBR
system. The main case structure (Section 5.2.2.8pteh 5) was based on these selected

attributes.
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Figure 4.5: Screen shots of WEKA showing Attribuselection tab high-lighted showing the
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4.1.6 Reuse — Adaptation

The goal of case adaptation is to use the solutfaimilar retrievedSource Case(sh
solving the new problenTarget Case by applying some modifications to the retrievedse
solution. A good adaptation of Source Case (s)ttthé Target Casecan reduce the amount of
work required, significantly. In other words, adatjn is the phenomenon of fixing up an old
solution to meet the requirements of a new sitmatiolt can be considered as simple as
substituting one component of a solution for angtlee as complex as modifying the entire
structure of a solution such as something new nghinserted or something can be eliminated
from the old solution or in some cases a certairt pathe solution might be transformed.
Adaptation can be sub-divided into two main st¢p2}

i. Figuring out what needs to be adapt€he way to identify what needs to be adapted
can be achieved by observing inconsistencies betwee needs and old solutions. Some of the
methods used in Al such as reason-maintenance @amstraint propagation can be useful in
finding these variations.

ii. Performing the adaptationf-or any particular task or domain a set of its @pacific
adaptation strategies or heuristics can be deve|apleich is a rather ad hoc approach. However,
the main idea is to identify general setof adaptation strategies that provide guidelinas f
specializecadaptation strategies.

Example If one of the guests attending the party is aet@gan, the meat can be taken
out of a recipe in order to make the dish vegetarfanis is a specialization of a more general
adaptation strategy that is referred todakete secondary component strate§§gcording to this
general strategy, a secondary component of an d@mmbe deleted if it is not performing an
essential function.

Although there are many adaptation strategies @vai the responsibility of many case-

based reasoners ends at the retrieval phase [h@].nTain goal is to be able to retrieve the
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appropriate cases. Once the goal is achieved #eesmdutions can be reused in whatever manner
that is workable and practical by the domain experhis is referred to awll adaptation[70].
Since CBR is usually applied on weak theory domathe knowledge required to make
adjustments is not available (as in ADHD domain)ifathat knowledge is available, it is not
standardized (as in stroke domain). In the abseheeaptation rules, it is better not to use them
at all on the CBR system.

Another approach that is referred to @8R adaptationis to store the adaptation
strategies and outcomes as part of the CBR systemAfter the retrieval phase, a second round
of retrieval can take place in order to retrieveikir adaptation strategies. If the result of
retrieval is no adaptation strategy, default igsetull adaptation. The justification for thistisat,

ability to adapt also improves over the periodimietjust like reasoning does.

Case Adaptation in various CBR Systems

There are a number of strategies that are usedIR/<ystems for case adaptation. Some
of them are: gbstitution methodsransformation methaandspecial-purpose methods [22]:

i. Substitution methodsSubstitution is the method by which a certaint gdran old
solution is chosen and replaced. There are varionds of substitution methods such, as
reinstantiation;where new objects are instantiated in the old smlutParameter adjustmenis
another one used to adjust numerical parametertheobld solution. bcal search provides a
means for finding an auxiliary knowledge structuess a substitute for some old value,
inappropriate for the new situatioAnother method known aguery memorygither asks for
auxiliary knowledge structures or the case memometurn something with a given description.
In specialized searchboth auxiliary knowledge structures and case menaoey queried, in
addition to the search heuristics for guiding memeearch andase-based substitutiarilizes

other cases to suggest substitutions
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ii. Transformation methoddransformation methods provide strategies, wiiahsform
an old solution in a way that it can work for th@ansituation. A commonsense heuristic known
as delete secondary componefised in the example in Section 4.1.6) is an eXangd
transformation Model-guided repairis another transformation method used by a causalel
(for diagnosis, or designing of devices).

iii. Special-purpose adaptatiorSpecial-purpose repair heuristics are used to aauty
domain-specific and structure-modifying adaptatiadhat are not covered by the other two
methods. These heuristics are indexed accordirgifuations in which they are applicable. The

following table shows various adaptation strategiggslied by some of the CBR systems:

Case-based System Adaptation Strategy
CHEF [28] Reinstantiation
JULIA [31] Specialized adaptation heuristics
CLAVIER [36] Case-based Substitution
CASEY [42] Model-guided repair (Transformation)

Table 4.2 CBR systems with their adaptation stragsd22].

4.1.7 Revise — Evaluation

The main goal of case evaluation is to providedbackto the case-based reasoner
system, whether or not the new case was solveduatidy. Evaluation is the process of
acquiring feedback. Feedback is an essential reapeint in order to learn from experience and to
be able to interpret, what was right and what wasng with its solutions. In the absence of
feedback, the CBR system may become faster angpprioblems but it is at a higher potential to
repeat its mistakes and would not be able to impits/capabilities.

“Interpretive case-based reasoning is a processalfiating situations or solutions, in the

context of previous experience” [22]. The main fieatof interpretive case-based reasoning is the
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comparison and contrast of new situations to tldeooles.Example Members of the admission
committees in universitiegavaluatethe potential of applicants (to make it in theshgol) by
comparing them with similar students who have, aweh not done well. Based on this
feedback/evaluatigrthe committee members are able to decide, whétkgrshould be accepted
or not.

Evaluation can be further categorized esemplar-based classificatiprcase-based
argumentation and case-based projection of outcom€ase-based classification is best
exemplified by PROTOS [43] which diagnoses headisprders by looking for the case in the
case base that is the most similar to the new ok assigning the new case, the same
classification.

In case of inadequate solution, the retrieval dittmhal cases may be required, that may
result in the need of “repair” — an additional ad#ipn or cardinality relaxation /restriction
procedure. With the relaxation of context, the namiif similar cases is increased. More relaxed

the context, more matching cases in retrieval.

4.1.8 Retain — Memory Update

This step refers to the storage of a new cadeeicdse base, appropriately for future use.
This case now comprises of the problem, its sahutilms any facts supporting the reasoning. The
most important step in this phase of memory upitatboosing the ways to index the new case in
the case library. This is the most important stepalse if the case is indexed properly, it would
be able to recalled and retrieved during lateraeiag when it can be most helpful. At the same
time it should not be over indexed to avoid beiegieved indiscriminately which means that the
reasoner must be able to anticipate the importahtiee case for later reasoning.

Performance evaluation in CBR goes beyond err@sassent due to the dynamic nature
of the process. Task-contexts keep changing ome #long with the addition of more cases in

the case base. But this does not give a reasonnédility to assess the CBR system’s
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performance. Following are some guidelines thakewsoposed, in order to ensure the accuracy
of retrieval and analyze the performance of the GB&em [70]

1. Individual accuracy - Is the case able to retrigself during a retrieval request?

2. Retrieval requests - Are the retrieval requestsistent?

3. Repeated Requests - Are same cases retrievedatteenpting repeated requests?

4. Cross-validation test - Is the error rate samten performing a cross-validation test?

5. Duplicate elimination- Are the duplicates scahfar?

The answer to all these questions should be a Ye&\o’ to any one of them might reflect a
problem in the design. However, in case of assgsinsistency, in some systems, a chance of a
small variation is permissible, due to randomnesthé retrieval process. Duplication should be
taken into account when adding a new case to the lzase.

Over all CoverageThis is another important feature to take intmsideration during
case base assessment. Over all coverage is nggumntill the case base becomes too big. When
tasks change, the case base may not cover thetiassases that are useful for that task. Case
utilization statistics can play important role histpoint. According to case utilization statistics
cases that were never retrieved can be discov&muetimes these unusual cases need to be
retained since they may refer to a rare situatimhraight be useful in future.

Granularity. If a case seems to be retrieved too frequentlyt tefers to the condition
that the domain lacks sufficient granularity; tHere, more cases need to be added surrounding
this popular case. With an increase in the numbeases to the CBR system, the accuracy of the
system may improve but on the contrary it might idieh the speed. This depends on the
discretion of user, if accuracy should be giverogiy over time consumed or vice-versa. If the
CBR system is used a decision support tool, (lkstioke domain) where an expert can make the
final determination, the system may be more sufgkesdst gives a fast response in contrary to
utilizing hours to present decision support. On dkiger hand, when the CBR system is used as

diagnostic tool, accuracy has to be the most inapofieature so that even if the reasoner takes a
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long time to get an answer, it may be worth as @meg to the consequences of a wrong
diagnosis.

CBM (Case-based Maintenance) is a field that hesntty flourished in the area of CBR.
It deals with improvement of performance and insesathe integrity of the entire system not just
the case base [87].The work in this area focusah@ulevelopment of systematic strategies that
enable the user to measure and maintain the quulgystem, without the constant intervention

of the expert.

4.1.9 A Classification of CBR Applications

There are two main reasons to incorporate appicatiof CBR in this chapter. First
because it emphasizes the importance of CBR amtiviéssity and second, because it depicts the
thorough research about CBR, manifesting the faat it has not been applied to the stroke
domain. However, there have been many diagnosils tmd shells, but not for stroke.

CBR has diverse applications that are widely uséttioff and his colleagues suggested a
classification method of CBR applications [63] dswn in Figure 3.3. According to this
classification scheme, CBR applications can besiflad into two main categorie€lassification
andSynthesigasks. This dichotomy is at the conceptual lelwelyever most of the times a blend
of both types is seen. This is the reason why abawettion of both methods is observed in most
effective case-based situations. For instance,ldher mediation application SYCARA [29]
makes use of both the methodologies, interpretiegsituation and then deriving a solution based

on precedents. The classification hierarchy isgaresdl in the Figure 4.6.

Classification tasks

These CBR applications are common in business aedyday life. A new case is
assigned to a specific class in the case-base wirigich a solution can be derived. In fact, most

commercial CBR tools support classification tagRee of their representative applications for
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maintenance is CASELINE [44], which is used forcaplane maintenance and airplane trouble

shooting in order to reduce airplane downtime [59].

CBR Systems

Classification Tasks I Synthesis Tasks I

Prediction I Planning I Design I Planning I Oonﬁguran'onl
[ I
Assessmentl Diagnosis I ProcessOontroII

Equipment
Failure

Figure 4.6: A Classification hierarchy of CBR Appations [63]

Maintenance systems for telecommunication netwpti$ and engineering applications such as
detecting locomotive faults [58] are a few morethis category. Legal and medical knowledge
management and diagnosis [47, 48] also fall in dategory. Product recommendation in e-
commerce (online self service color selection fanp [60] and efficient helpdesks and customer
support systems (Compaqg computers) [61] are additioovel classification applications of

CBR.

Synthesis Tasks
Synthesis tasks attempt to get a new solution lmgbowing previous solutions.
There are a variety of constraints during this pssc Comparatively, they are harder to

implement. CBR systems that perform synthesis taskst make use of adaptation and
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are usually hybrid systems. They combine CBR witientechniques. Recently, within
the problem solving type of CBR, several systemgehlaeen built to do case-based
planning and design. Among them are CYCLOPS usethfalscape design [27], CHEF
[28] and JULIA [31] for planning meals, and KRITIR9, 35] which combines case-
based and model-based reasoning for the desigreohanical assemblies. In addition,
CLAVIER [36] is used to arrange compounds in aroelave, SMART memory model

[37] to improve the efficiency of the system PRODMI38], and then there are ARCHIE
[39] and CADRE [30] to facilitate architects in werdtanding and solving conceptual

design problems.

4.1.10 CBR in Medical Informatics

The medical domain has always been an area ofesmerging challenges; therefore
medical professionals are facing new problems agaliny with a need for better dynamic
resources every day. This is one of the underlygagons for improvement of the healthcare
market and a requirement to support physicians riteroto facilitate them [47]. Effective
knowledge management is another driving force fealth care organizations to ensure cost
effectiveness, efficiency and justification of cashtainment and better quality of care. The cost
of healthcare is increasing accordingly becauseetisea demand of better service from patients
[46]. Therefore the need for knowledge managensehectoming an important requirement these
days. The applications of CBR in medical domain loarlassified into the following two groups:

diagnostic and prognostic.

Diagnostic Applications

Diagnosis, in medical terminology refers to the act process of identifying or

determining the nature and cause of a diseasenbstig applications constitute an important
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branch of problem-solving CBR. The idea of applykpwledge-based systems to facilitate
health professionals in diagnosis goes back totaiboee and a half decades in the 1970’s. This
involved statistical methods to support diagnosid bnfortunately did not get significant
solutions [48]. There were various underlying ressfor being unsuccessful such as complexity
of domain, enormous amount of data, inconsistenajata and parameters, missing information
and significant outliers.

In diagnosis, just as in planning or designs ihécessary to adapt an old case to fit a new
problem. CASEY [42] is a popular example of a dagsed system for diagnosing problems of
patients suffering with heart disease. This is dlased on the principle of adaptation of the
known diagnoses of previous patients. Another eealye-based diagnosis system is PROTOS
[43], which was used to diagnose hearing disorég@lying a learning apprentice approach.
FLORENCE [49] is a system that deals with healthe galanning for nursing. MEDIC [50],
which is a schema-based diagnostic reasoner, isiatiged for pulmonology. This memory
organization and retrieval allows a reasoner teerdgine the most specific problem-solving
procedures available.

GS.52 [51] differs from typical CBR systems in aywhat cases are clustered into
prototypes. It is used to diagnose dysmorphic symér(a morphological disorder by birth). It is
another domain with incomplete knowledge and espénemselves have only seen a few
syndromes during their entire lifetime. TROPIX [58] an application to diagnose tropical
diseases that are infectious and more widesprettkitropics. NIMON [53] is a renal function
monitoring system to facilitate kidney dysfunctibrthagnosis. ICONS [54] is another renal
diagnostic tool that provides an automatic inteidren of the present state of intensive care

patients and presents a suitable calculated atitittieerapy as well.

55



CHAPTER4. BACKGROUND- THE COMPUTATIONAL TECHNIQUES

Prognostic Applications

Prognosis, referring to the medical concept conmgisof patient data, medical
intervention, outcome, utilities and probabilitiess another area which came into the limelight in
recent years. There have been CBR tools in thissifleation as well, such as TeCoMED [56],
which is used to generate forecasts of epidemicsimafiectious diseases. CIM [57] is another
application used for the prevention of clinicalidents in general practice. TA-3, the framework
that we used for this research, is also a sigmifipognostic tool that had been used before to
increase the success rate of in-vitro fertilizafis8]. In the next section the role and function of

this tool is elaborated in detail.

4.1.11 Is CBR the right choice?

Most knowledge-based systems perform problem-sglvisy acting on certain
generalized rules that are based on facts. Ruledbsystems rely on ‘explicit knowledge of the
domain’, which is not only agreed upon by the etqpebut also is used to construct a
comprehensive set of rules [71]. This works wellganres where there are fixed rules and
defined features such as weather prediction, eqripmaintenance, and troubleshooting. But, if
there is not enough knowledge available or theeeléxk of standardization in defining criteria or
the procedure for a knowledge engineer to pratyicabate a model-based reasoning system, is
enormously time consuming; CBR is often the bestiative.

In accordance to this fact, there are problem dosauch as diagnosis of ADHD
(Attention-Deficit Hyperactivity Disorder) [83] andiagnosis of patients suffering with heart
disease [42], where rules cannot be simply derivased on a set of facts. Analogously, the
stroke domain cannot be characterized as a setpiiCie rules with regards to symptoms and
diagnosis, due to the lack of an objective approacistroke assessment, and a lack of
standardization in rehabilitational techniques ttlaticians can agree upon unanimously [90].

According to a recent study carried out by clinipahctice committee of American Geriatrics
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Society, it is necessary to implement some guidsliwhich should be used by hospitals, sub
acute-care units and providers of long-term carerder to implement a structured approach to
improve rehabilitational practices and by clinidato determine best interventions to achieve
improved patient outcomes [90].

There are some underlying reasons for this lacktahdardization, the protocols for
clinical assessments vary, the modes of diagnosay and the approaches towards
rehabilitational therapies vary. CBR is a uniqud g@nolific approach in problem-solving, with
which the above-mentioned reasons for lack of stedidation can be overcome in stroke
diagnosis and rehabilitation. Instead of relyinggemerally accepted domain knowledge, CBR
builds a system based on the specific knowledg¢aowad in previously experienced problems
and their solutions. This is one of the exclusieasons for applying CBR to the stroke domain.

The next section further elaborates on the sigaiite of using CBR.

4.2  Whatis TA- 3

The comprehensive framework that we are usingigrédsearch (pronounced as tah-tree)

is based on a research collaboration [821-3 stands forZ%e Ad4visor 3 where the 3 refers

to the three main components 6¥¢ Aavisor — representation, reasoning and presentation

[55]. These three components are the main fundtigra the CBR in terms of representing the
cases, retrieving similar cases, reusing informafmr adaptation and ultimately retaining the

learned case for presentation.

4.2.1 74-zArchitecture

The case-base repository uses either a relati@tabdse or a simple file system. Cases
are represented as attribute/value pairs and tloeirains are defined in a case description (for
details please see Chapter 5). Case descriptiotainenthree classes of data Qescription

which is non-predictive; (iilProblem which contains predictive data and (plution which is
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also non-predictive and provides the classificatibrthe case. To further elaborate theZ-3

case structure, an example fréiention Deficit Hyperactivity DisordgADHD) diagnosis case
can be used, where thaescription portion comprised of th@atient initials and sex (non
predictive data), thproblempart consisted cdige thedirection errorandsaccade reaction time
(predictive data) and theolution part is made up of the diagnosis asoatrol or ADHD (non-
predictive) [83].

The reason behind dividing these descriptiorinto these classes is that it allows the
application of different constraints and priorifiés particular entities and these constraints have
to be satisfied in order to perform a successfgegaatrieval. It also diminishes the effect of
irrelevant or less-relevant attributes on the sygperformance and presents complex information

in a more comprehensible manner.

4.2.2 Retrieval in 7Z4-3

The retrieval process takes place by the applicadfonearest-neighbor matching [80].
The goal of retrieval in the CBR system is to mate not only exact matches (equivalent cases)
but partial matches (similar cases) as well. Dutivgsimilarity assessment, an explaohtextis
used; therefore, the retrieval algorithm is basadirerementalcontexttransformations The

details for context—based retrieval are explaimethé next section.

4.2.3 Context

In various research areagntextis defined differently. Irdatabasest is referred to as
viewswhere as irpattern recognitiont is mentioned aaspectsA Contextcan be defined as a
subset of the problem class data with applied caimé$ (range of allowable values).Gontextis
a view of a case, which comprises of a finite detttributes with associated constraints on the
attribute values. The function for discovering epttis an attribute-oriented clustering algorithm.

The function maps a set of cases and a case lasedontext, which guarantees the relevance of
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cases [114]. It is an efficient query relaxatiogasithm which is based on incremental context

transformations [82]. The following expression Wilirther elaborate the relation between the
context, the attributes and their allowable valdasthis equationQ refers to the contexgy
refers to the attribute and grefers to the set of allowable values for matctihegattribute Any
values other than the constraint will not be cossd.

Equation 1. Q ={<ag.CVp>, <a:.CV:>, <a:.CV,>,..., <&.CV>}
A general example will further simplify the conceptpressed in Equation 1. For instan@,

refers to the ‘age’ and the constraint on the vapeifies the range of 40 to 60.

a — Attribute v — Value
N Age CVo 40-60 (yrs)
& Height cV; 150-180 (cm)
& Weight CVs 60-90 (kg)

Table 4.3: Attribute / value reference.
Constraints can be applied to individual attributesategories on the whole and can be of two
types:ValueandCardinality. Valuerefers to the range of allowable values, whereaadinality

refers to the number of attributes that must bisfead for the entire category to be satisfied. A

case Cgatisfiesa context2, denoted asat (C, Q2), if and only if for all pairs<g:CV;>=Q,
there exists a pafg:.V;>= C such that\s in CV;:

Equation 2.

sgat(C, D iffvVa{a,: CV,)eQ - AV{a; - Ve CAV, eCV,
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Two casesre consideredimilar if they both satisfy the sammntextand acasewould
be considered tsatisfy a context if every attribute valuein the case satisfies tleonstraints
(range of allowable values provided). Retrieval tbe CBR system is further explained in
(Section 5.4.2). A case;@ similar to a case £with respect to a given conte® denoted: ¢-.

oCo, if and only if both @and G satisfy contexf:
Clwq Gt sat (G Q)" sat €, Q)

Equation3.

sat(C, it Vaila, : CV:y) e Q - AV{a;: Ve C AV, eCV,

743 being a decision support system reflects optirpenformance when used interactively, as

a conversational CBR system. The similar retries&sks are presented to the user and the query
can be subsequently modified with relaxation argfrietion transformations. Following are the

two transformations that can be applied:

Relaxation

ContextA is said to be a relaxation of cont@&if A contains a subset of the attributes in
B and the constraints on the attributeiare a subset of the constraints on the attribint&s
Relaxation can be further sub-divided into two ieméntationsreduction and generalization
Reduction(also referred to as m_of_n matching), reducesitimber of attributes needed for the
match as the name implies. Generalization, on therchand, increases the range of allowable
values that the attributes may have. Both thesefimamations tend to relax the constraints in a

way that, more cases are retrieved.

Restriction

If contextA is arelaxationof B, then contexB will be arestriction of A. Restriction can

be further sub-divided intexpansiorandspecializationwhich are opposite in effect to reduction
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and generalization respectively. So expansion asae the number of attributes (in contrast to
reduction) while specialization decreases the rarfgallowable values. These concepts will be
recalled in section 5.4.2 (Figure 5.5) By applyimsgtriction, fewer cases are expected to be

retrieved since it intends to restrict the conatsai

4.2.4 74 - zFunctional Specifications

7A4-3 is regarded as a flexible framework in the sehaeits responsibility is over at the

retrieval process. It is the expert’s, user's cggdoly another program’s job from there to use the

set of cases retrieved appropriately. There is pexific module to perform adaptation in the

system. For knowledge miningZ_4-3 provides limited support and that is throughexplain

function. Theexplain function automatically creates a context (a caserpretation) which is
satisfied by the set of retrieved cases or thaetise base, meaning that a minimal context is
created in a way that all cases in the returnedasetsimilar. It is a useful function for the
categorization of cases. For exampleinirvitro fertilization (IVF) study [55] two contexts were
created, one for pregnancy with abortion and theerotvithout abortion, in order to make a
comparison between both the contexts and detertinnsignificantly predictive attributes among
the two.

Recently, acontext refinement functioj83} was created and added to maximize the
potential to produce a context with best fithedsisTfunction makes use of a genetic algorithm
iteratively creating, mutating and evaluating tlteefss of hundreds of contexts. The genetic
algorithm manipulates a context in a way that dréases the inter-class distance (between two
classes) and decreases the intra-class distanttén(tie same class). The inter-class and intra-
class distance is based on the distance betweecases, which is defined in equation 2:

Equation 2.
Distance between two cases = Number of relaxatioequired to make the cases

similar.
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The main advantage of this process is the sigmifitaformation it yields, which is useful in
determining unknown relations in the data and mapyvide a new context that can potentially
improve the retrieval phase and achieve betterigiied accuracy. Therefore, this process is

iterative and user-guided.

4.2.5 74-3Applications

The effectiveness o_4-3 has been proved in many complex domains suchhagice

[84]], molecular biology [66], protein crystallogray [65] and for ADHD diagnosis [83]. The

novel feature of74-z is its flexibility in knowledge representation asfficient case retrieval.
When we talk about prediction in medicjn€4-s has been applied as a cost-effective treatment

for IVF [55]. IVF is an assisted reproductive teclogy affecting success of pregnancy. Because
there are so many variables involved, even for agépsicians, it is a challenge to perform
decision-making and improve the pregnancy ratesoplex domain with numerous variables

and an enormous collection of previous treatmepesg&nces is the perfect situation to apply

CBR and this was the foundation 6f4-3. The procedure followed the organization of a case

base which comprised of previous IVF patient-treatts. This case base was used for the
prediction of hormonal stimulation in new patiemtsincrease the likelihood of a successful
pregnancy and further the case base was useddaridédge mining, in order to derive innovative
and interesting relationships for future reference.

Another non-linear study was carried out in thddfief robotics [84]. The aim was to
predict the joint angles on a 3-hinged robot siel the end-effector could be placed at a specific
co-ordinate in 3-space. A large case-base wasadaifor this task. Each case was comprised of
9 attributes that described the arm lengths, j@nmgles, and end co-ordinates. The attributes were
divided into 3 categories and two retrieval tecliegjwere applied, one based on value relaxation

and the other based on m_of_n matching.
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Recently, 74-3 had been applied to thotein crystal growtrdomain [65]. The aim of

this study was to speed up the process of detamimiotein structure with single crystal X-ray
diffraction by providing decision support in now@lystal growth experiments. High-throughput
crystallization techniques were used to develop ¢hee base, which had the capacity of
performing 40,000 crystallization experiments pery.d The goal was to retrieve similar
precipitation experiments given a novel experingnt guide a successful outcome by suggesting
possible parameters and warning of any potentalpms.

7A4-zhad also been used for the prediction of ADHD [33je neurophysiological data
used is multidimensional and its complex correfatidth neurological dysfunction is not well
understood. However, the success of CBR in comgterains suggested the potential for this

application.Z4-ywas used as an effective decision support systethé diagnosis of ADHD.

4.2.6 Summary

The purpose of this chapter was to present thie loascepts that were adopted for this
research in order to implement CBR using tgl-7 framework. Having these concepts well-
explained, we move on to the next phase of applitiegn for the problem domain-stroke. The
next chapter will demonstrate how the mechanisn€CBR was carried out, starting from the
preliminary steps of data collection and databasgarozation, to the final steps of case

representation, case base organization and caisyabt
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Chapter 5

The Modus Operandi- Development of

Case Based Reasoning System for Stroke Patients

"Computers have promised asountain of wisdom but delivered a flood of data"

(A frustrated MIS executive)

This chapter gives an overview of the methodologythe research. It describes the main
components of the experiments conducted to appliR @Bthe stroke domain. It gives a brief

description of data collection, case base managenmsues and th&4-7 functional

implementations. Following is the hypothesis of thesis, restated in order to verify that the
goals which were set in the beginning are fulfilstequately.
CBR can be utilized to create a repository of infation of the stroke patients who
have an explicit diagnosis and prognosis and whe aeceiving subsequent
rehabilitation. For a new stroke patient, whosegtiasis is yet to be confirmed and

who has an indefinite prognosis, similar cases barretrieved from the case base, to
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provide useful information. These potential solugi@an assist the clinician for stroke

diagnosis and assessment.

51 Stroke Data

The database currently has data for 80 controlsl@8dstroke subjects, who are (or were)
under treatment at Saint Mary’s of the Lake Hospithe stroke subjects were provided with a
detailed questionnaire related to the KINARM asses® and were included in the study by

clinicians, given that they fulfilled the followingglection criteria:

1) Hemiparesis resulting from stroke occurring astr8-4 weeks prior to participation in

the study.
2) Absence of severe cognitive or effective dysfiom (mental health).
3) Absence of severe concurrent medical problems.

4) Absence of dysphasia — the inability to undedtand follow the given instructions

due to impairment of speech comprehension.
5) Endurance to complete the experimental protocol

Due to severe impairments, muscle atrophy and wesakof the upper limb could occur
as a result of prolonged and in-sufficient uset®ydubject. Eventually, this may masquerade the
underlying deficits of the sensorimotor system thee¢d to be fully understood by a clinician to
plan an effective rehabilitation therapy [88]. Thus opposed to an earlier study with a
unilateral-KINARM device [89], where subjects weaglmitted at least 6 months after the
occurrence of stroke, this study aims at captutireg upper limb impairments at their earliest

stage.
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5.1.1 Raw Data

Experimental (KINARM) Datarhe data from KINARM is collected for each Cerfant
reaching trial (for details please refer to Sectd, Chapter 3). About 40 different data
parameters are recorded each millisecond for thgtheof the trial (three seconds). These data
parameters are stored in various tables of thebdaga Table 5.1 provides further details of these
tables and their corresponding parameters. OthARM tasks have already been discussed in
Section 3.4. For the scope of this research, ire d@se development, only the Center-Out

reaching task is considered.

TABLES KINARM PARAMETERS

* Task Number
SETS e Task Code_ _

» Task Description
* Main Arm

* Task Variant

« Reach angle

CONDITIONS | * Reach magnitude
» Target id sequence

e Targetid

» X and y coordinates relative to origin at centrielharget
» Radius of target displayed (virtual)

TARGETS « Accepted radius of target (logical)

» End position of hand (x, y) and joint angles (elbawad shoulder)
* First peak tangential velocity

* Max tangential velocity

* Movement onset

FEATURES * Movement offset

* Reaction time

» Total movement time

» Name of method or algorithm used to derive theuieat

» Error codes output by the derivation algorithm

Table 5.1: Tables and their corresponding KINARM iaaneters that constitute the KINARM
database (Courtesy of LIMB- Laboratory of Integrat Motor Behavior).

66



CHAPTERS. CASEBASEDREASONING- THE MODUSOPERANDI

Clinical Data: The clinical data is collected manually on assessrfegms (refer to the
Appendix for the detailed Forms A and B) by the gbtherapist (Mary Jo Demmers at Saint
Mary's of the Lake Hospital). The data from thenfigris entered manually in the database (by

Helen Bretzke, the database administrator, and Moure, the lab technologist).

TABLES CLINICAL PARAMETERS

 Trial key

FEATURES * Arm

» Feature

* Method

* Time

» Feature Value

* Units

» Subject key
ASSESSMENTS | * Height

* Weight

* CT/MRI(Dates)

* Handedness

* Reflex Biceps Left and Right
* Folstein scores

» Ashworth Left and Right
* ROM Left and Right

» Dynaheld Left and Right
* Thumb Left and Right

» Chedoke Left and Right
* Vision Left and Right

* Date
STROKE » Subject K_ey
- « Date of Birth
SUBJECT VISITS | . Type of Stroke
* Side of Brain
* Lesion Location
* Vascular Territory
 Structures Damaged

Table 5.2: Tables and their corresponding clinigahrameters that constitute the clinical data

in the database. (Courtesy of LIMB- Laboratory ofitegrative Motor Behavior).
The clinical data is comprised of two types of mfiation, the subject’s biographical
information (age, sex, weight, height etc.), anggital information (strength scores, reflexes,

tone, proprioception, grip and pinch strength ssoReirdue pegboard scores, Chedoke-McMaster
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scores, vision, FIM scores etc.). This informatienstored in the database in corresponding

tables. Table 5.2 further elaborates the storagkataf with respect to a few of the database tables.

5.1.2 Database

The previous sub-section described the data stioreétie tables. The next step is to
introduce the actual database of this research. BINRA(alias CLINICAL) is a DB2 [100]
database that stores experimental (KINARM) as wagltlinical data. This database is currently
under development. Drivers for connecting to DB2 axecuting SQL queries in a Mat lab
running environment have been developed earlidr [9gure 5.1 demonstrates how the structure
of the database has been organized. Table 5.3 shimsvssarious data entities and their

corresponding units in which they are measuredsa@dtored in the database.

Data Entities: Units
Distance Metres
Angle Radians
Load Nanometres(Nm)
Date Format YYYY-MM-DD
Time Format HH:MM:SS
Time Seconds(s)

Table 5.3 Data entities and their units as used &oring data in the database.

5.1.3 Views of the Clinical Database

In the CLINICAL database, a special featurevaéWws’ has been created by the database
manager. Aview can be referred to as a read-only table. As dtregenerating queries (using
SELECT statements), the results of expressionsretiufrom a query is stored in them. They are
also significant because the data can be preseot®eeniently from multiple tables which are

linked by their primary and foreign keys.
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Clinical (Human2) Database Structure

Subjects 1 "
many Sessions
SubjectKey DominantHand
Initials StMarysiD SessKey DaySession KINVer EMG_Lookup
pos KGHID SubjectKey Session SoftVer
Category PhysicianName 1 many % 0.1 AxKey Praject HardVer
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Figure 5.1: A demonstration of the Clinical databastructure showing various tables

constituting the database, their features and treationships among them.(Courtesy of LIMB)
This feature has been effective in accessing the fie the case base. Following is a list of

examples illustrating various views and presendiat by linking multiple related tables:
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. STROKES_FOR_SUBJECTS: This view was created byinmkSTROKES and
SUBJECTS tables.
. STROKE_SUBJECT_VISITS: This view is the result dhking existing view,

STROKES_FOR_SUBJECTS, with the SESSIONS table.

. KEYS LOOKUP: This is a convenience table which $in&ll of the tables in the
hierarchy by their primary and foreign keys. Usthg view, for instance, the user can
ask for al trial keys for a given subject, sesguay) and set.

. SESSIONS_AND_SUBJECTS: As the name explains, thés/ s created by linking

SESSIONS taken and the SUBJECTS table.

5.2 Case Base

The database described in the previous subseptiovides most of the information
necessary for populating our case base. But befaménuing, its appropriate to distinguish the
main difference between a database and a case dadatabase is a structured collection of
records or data that is stored in a computer sy§i@t]|. A database usually contains software
(database management system) so that a persorogmapr can use it tanswer queriesor
extract the desired informatio®n the other hand, a case base is a collectioresfqus cases or
problems that are stored as a repository in omldretutilized forsolving a new case or a new
problem Secondly, in databases queries extract informétiom the database on the basis of a
word-for-word match or according to the providedtsinent conditions, whereas in our case
base, there’'s a context-based retrieval. A coriterefined as explicitly comprising of a set of
allowable range of attribute values, therefore,esathat fulfill the criteria in a context, are

retrieved as matching cases.

A case base is composed of cases that containitaiamet textual or categorical

information, whereas a database structure (e.gtioahl database) consists of one or
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more tables contained in files, and each tablenddfby rows and columns. However, as
a matter of fact, both the data structures are tearstorage but the utilization and the

mechanism of data retrieval are the features thatoitly distinguish one from the other.

For this research, from the database we selectstr@&e subjects and 10 controls for our
case base. Out of these 45 subjects, 19 were femdl26 were male. The number of cases could
have been increased, but at this point, these therenly cases that were complete, without any
missing data. The stroke and control subjects deduin the study varied in age (22-90 years
old). Out of 35 stroke subjects, 17 were with lasom the right hemisphere of the brain, 16 with
lesion on the left hemisphere, and 2 with bothlefieand right side affected.

For the purpose of simplicity, the developmenthe CBR system was sub-divided into
five main phases, which are in accordance withothjectives of this research as well. Figure 5.2
gives a picturesque demonstration of the entireqatore from entering data into the database, to

accessing data and transforming it into a case &asg@chieving the corresponding results.

Phase | — Representation of cases — Case Structure
Phase Il — Retrieval of Cases — Context—basediorite
Phase Ill — Experiments and Results

Phase IV — Testing and Validation of Results

Phase V — Adaptation
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The Dynariic of CBR

Figure 5.2 Pictorial demonstration of CBR systent fetroke-patient data.

72



CHAPTERS. CASEBASEDREASONING- THE MODUSOPERANDI

5.3 Phase | — Representation of Cases

The first phase in building the case base commenthshe first objective of the thesis and
that is to represent the cases by building an gpjatte case structure from the pre-screened data.
During the screening of data, it was ensured thatdata used was complete. This was an
important step because any missing data might feadgncertain consequences; therefore, all
those cases that had any missing data were notdigtlin the study. The following three steps
were employed to accomplish this phase:

» Step | — Attribute Selection
» Step Il — Classification

+ Step lll - Case Structure if4 - 3

5.3.1 Step | - Attribute Selection

Attribute selection is an important step in thisaarch due to the fact that with an
enormous amount of data being produced by KINARM &tequency of 1000 Hertz, there are
1000 time values generated per second. Each frielIMARM (Center-Out reaching task only),
takes maximum 10 seconds. As mentioned earlietti(®e8.4), there are 8 targets and 8-10 trials
per target. This adds up to about 64-80 trialsaf@ingle session, and multiplying it by two for
both the left and right hand, makes it almost dionilvalues per session. Therefore, attribute
selection played a major role and is a significamttribution of this thesis.

In Section 4.3.1.2, we explained the structure famdtionality of WEKA[112]. WEKA
has played an important role in determining thea&n and ranking of attributes, using machine
learning algorithms in order to construct the casecture for the CBR. Please refer to the
Appendix, for a detailed list of all the attributiesfore attribute selection was performed. Table
5.4 demonstrates the lists of attributes selecyettid evaluator methods ttassify type of stroke

One important thing to be mentioned here isgbal of classificationIn this case, the goal was
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type of strokewith change in the goal of classification, diffat sets of attributes with different

ranking would be generated but it was noticed traicipal components selected the same

attributes regardless of the classification criteri

7,

3,

22

Sr. Evaluator Method Used Search Attributes Selected and Ranked
No. Method
Used
1. Cfs Subset Eval BestFirst 15,19
2. ChiSquared Attribute Eval: Ranker 18,5,2,15,419,20,10,21,8,4,1,7,3
23,22,25,24,13,12,17,14,16
3. | Classifier subset Evaluator: Greedy Step None
wise
4, 15,9,11,18,5,2,6,19,10,21,8,20,4,1,3
Gain Ratio Attribute Eval : Ranker 23,22,25,24,13,12,17,14,16
5. | Info Gain Attribute Eval : 18,5,2,15,6,9,11,19,20,10,21,8,4,1,7
Ranker 23,22,25,24,13,12,17,14,16 : 25
6. | One RAttribute Eval : 10,8,9,13,11,12,3,1,2,7,4,5,23,24,21
Ranker ,15,14,18,25,17,19,16,6,20
7. | Principal Components Ranker 1,2,3,4,5,6,7,8,91112,13,14,15,16
17,18
8. | ReliefF Attribute Eval : 9,11,24,15,19,14,16,12,17,18,25,13,
Ranker 22,7,6,2,5,23,21,4,10,3,1,8
9. | Symmetrical Uncert Attribute 15,18,5,2,9,11,6,19,10,20,21,8,4,3,7
:Eval: Ranker 23,22,25,24,13,12,17,14,16
10. | SymmetricalUncertAttribute Greedy Step None
SetEval : wise
11. | Wrapper SubsetEval: Greedy Step None
wise

Table 5.4: Ranked list of attributes attained bying the corresponding evaluator and search

methods in WEKA. Column 3 shows the respective nemtf the attribute as selected and

ranked by the corresponding search and evaluatorthosl.

Having a number of selected attribute-lists, ineorith choose the most appropriate one, a scheme

was defined which is referred to as “SAS” (SchenreAttribute-Selection). According to SAS,

the ranking of each attribute was aggregated asstine of ranking, based on each evaluator

method. The attributes with the smallest sum valgethe ones with highest ranks. A constant

(n+1) is added every time an attribute does notapjn a list; ‘n’ being the total number of
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attributes selected (27+1). Due to this additibe, tank would increase by a value of 28 and the

less important attributes would be maintained &veer rank. For further details of selected
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attributes, please refer to the appendix.

Figure 5.3 Visualizations of various attributes MWEKA.

5.3.2

Step Il — Classification inWEKA

Right+left

Classification is another important and significantomated function of WEKA that was

used to identify predictor attributes for CBR. Tdygplication itself is not very complicated but

the results obtained are quite significant. WEK/As l@anumber of classifiers includirzpyes,

functions, lazy, meta, mi, misc, tremsdrules Each one of the classifiers further has numerous
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functions. One thing to be noted here is that tletassification results have been an important

milestone in defining the retrieval criterion foortext—based retrieval. Further details follow in

the next section, in retrieval.

Feature Classification Correctly Incorrectly
Algorithm Classified Classified
Type of Stroke Trees-J-48-C 0.25-M2 44/45 1/45
97.70% 2.22%
Side of Brain Trees-J-48-C 0.25-M2 40/45 5/45
88.89% 11.11%

Table 5.5: Classification results performed in WEKA

The following figures will further elaborate thisgeess of classification in terms of the important

attributes that reflect the results shown in thdet®.5.
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B3 Weka Classifier Tree Visualizer: 19:42:08 - trees. 4B (Revise...

Tree Yiew

=R =L =B

N~ T
Ischemic (1.0} Ischemic (1.0)

= Cantrol

_—'—'—"'_'_F_—'_'_'_'___—

== 0.35364 = 0.25364

Homortagie 011.0)|  Ischeric 42

Figure 5.4: Classification for Type of Stroke: Comtl / Hemorrhagic / Ischemic Scheme:
weka.classifiers.trees.J48 -C 0.25 -M 2 Correcthas3ified Instances 44 (97.78 %) Incorrectly
Classified Instances 1 (2.22 %)
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5.3.3 Step lll - Case Structure in TA- 3
7A4-3is a versatile framework for implementing a CBRteys as itcan handle both

guantitative and qualitative data. As explaine®éattion 4.1.3, a case is composed of three main
parts: problem solution and theoutcome,but in this CBR system, the case structure has bee
slightly changed due to insufficient data at thizge of research. However, the attributes that
were selected by ‘attribute selection’ usMEKA constitute the following three parts of case
structure for this case base systel@scription problemandsolution These three sections in the
case structure are explained as follows:

Description All those selected attributes, which may be rafg\vbut are not predictive,
should be assigned to this category of the datairfstance subject kewwvhich is not predictive,
but without this attribute, identification of onease from the other would not be possible,
therefore, it is assigned to the description datdution This is another non-predictive category
which contains the set of attributes describinggbal, for instance, theascular territoryof the
stroke patients. It also contains feedback or oun&dike lesion location Problem This is the
category that contains the predictive data. Evehdfpredictivity is in question, the attribute is
still included since the retrieval system can berladjusted (through restriction / relaxation
Section 4.2.1.2). Attributes likaffected armand KINARM scoresare the predictive attributes in
this category. Figure 5.6 displays the structura cfse in CBR system.

Based on this structure, cases that constitutedbe base are referred to as theutce
cases. A source caseorresponds to a control subject, or a previouskstpatient who has a
confirmed diagnosis as well as prognosis. Therefitre information in asource casanay be

prolific for a newtarget caseand may act as a milestone in terms of treatmahtrehabilitation.
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Subject Key Subject Key
Initials Initials
Age Age
Gender Description Gender
Weight Weight
Height Height
Dominant Arm Dominant Arm
Affected Arm Affected Arm
FMTDirErr_mean FMTDirErr_mean
FMTDisErr_mean FMTDisErr_mean
MaxSP_mean MaxSP_mean
PathLenRatio_mean PathLenRatio_mean
TMT_mean Problem TMT_mean
PostureSP_mean PostureSP_mean
RT_mean RT_mean
FMTMaxSP_mean FMTMaxSP_mean
Type of stroke ;
Side of Brain SOlUtIOFI SOLUTION?
Vascular Territory :
Lesion Location
A Source Case A Target Case

Figure 5.6: Composition of a case structure - thadis of CBR organization.

On the other hand, the “input case” which initiadynot a part of the case base is the case that
needs to be solved and is denoted as the “target.dahas the description and problem but does
not have a solution yet. The goal of CBR is to deasolution for the target case. The target case

here refers to a new stroke patient whose diagrissigt to be confirmed and who has an

indefinite prognosis. Figure 5.7 further elabordtes cases are represented/if-3.
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Figure 5.7: View of 7Z4-3 showing three different source cases with corresging attributes

of patients with subject keys 191, 320 and 343.

5.4

Having the case base built, the next step is togad towards the third objective of this

thesis, which is to finalize eetrieval criterion capable of retrieving similar cases, when a target

Phase Il — Retrieval of Cases

case is provideddentification of appropriate attributeso be considerefor matchingis the

main step in defining theetrieval criterion This is the point where applying automated maghin
learning classification was prolific. As mentioneallier in Section 5.3.2, with the application of

classification and attribute selection functipribe predictor attributes, that constituted the

problempart of the case structure, were identified.
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As explained in section 4.2.3, the main retrievaledon is context-based where the

Contextis a view of a case, comprising of a finite seatifibutes with associated constraints on

the attribute values. Z4-7 provides a flexibleapproach in making the context an explicit

parameter in the similarity function [81]. This meathat for a particular retrieval request, the
reasoner can specify the context as a subset @il igtributes, and can also apply constraints
(automatically or manually) on the attributes witkiat context.

In order to carry out experiments three contextsBAand C, were defined and were
based on the automated classification performeWVE)KA Results from different contexts and
comparing them in terms of maximum true positived keast false positives, is shown in Table
5.6. Each attribute in a context is assigned aripriovhich is responsible for the transformation
that takes place during retrieval. For instandewger priority attribute is more likely to undergo
transformation whereas eigher priority attributewill remain unchanged. Therefore, if one
attribute has a low priority of 0, and another hasigh priority of 3, the constraints on the low
priority category will be relaxed three times befany change is made to the high priority
category during transformation. In this way eveth# relevance of certain attributes is uncertain,
they can still be included (with a low priority) dnwill not negatively affect the system

performance. The lower the priority, the higher ¢thance of transformation and vice versa.

Context A Priority | Context B Priority  |Context C Pri ority
RT_mean 1 Affected Arm 3 Affected Arm 8
Affected Arm 0 RT_mean 2 FMTDirErr_mean 7
PathLenRatio_mean 1 FMTDisErr_mean 6
PostureSp_mean 0 MTMaxSP_mean 5
PathLenRatio_mean 4
TMT_mean 3
PostureSP_mean 2
RT_mean 1
FMTMaxSP_mean 0

Table 5.6: Context A, B and C; their constituentafieires and corresponding priorities.
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5.5 Phase Il — Experiments and Results

The main objective of this experimentation waseable to classify a new stroke subject

according to the following four perspectives:

. To classify the type of strokbemorrhagic or ischemic.
. To classify the stroke subject asght brain affectecbr left brain affectedstroke.
. To classify the prognosis of stroke patient in terof affected vascular territoryand

identify thelesion location.
. To differentiate atrokesubject from aontrol.

Possible results of retrieval could be:

. No cases retrieved — meaning no match found
. All cases retrieved are of the same category, or
. The result is a mixture of cases from differenegaties.

The first result implies that either there are tew cases in that class, or the range in context is
too small, or the similarity function needs to leslefined. The second result is simple and
applicable, therefore, the solution of the returmades could be applied to the target case.
However, a third and interesting possibility is ture of different categories where some cases
satisfy few constraints of the context while soroendt. Figure 5.8 displays a snap shot from

TA-3 showing the retrieval phenomenon with respedtansformations applied.
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Trial Context Target %ng; True False True False
No. c 9 Relaxation . Positives| Positives| Negatives | Negatives
ase retrieved
1 A 0% 5 4 1 34 6
Control 270 10 1 34 0
2 B 0% 5 5 0 35 5
Control 550 10 10 0 35 0
3 C 0% 5 5 0 35 5
Control 559, 10 10 0 35 0
4 A Left 0% 2 2 0 29 14
SBtrri'Qe 50% 10 8 2 27 8
. B Left 0% 7 7 0 29 9
threrQe 50% 10 7 3 26
6 C Left 0% 3 3 0 29 13
SB'[:%II?e 50% 12 12 0 29 4
A Right 0% 8 8 0 28 9
7 Brain -
Stroke 50% 11 10 1 27
B Right 0% 4 4 0 28 13
8 Brain 5
Stroke 50% 10 2 26 9
C Right 0% 9 9 0 28 8
9 Brain 5
Stroke 50% 10 10 0 28 7

Table 5.7: Retrieval results reflecting number ofises retrieved with varying contexts. The
experiment was conducted with alternating targetsea as control, left brain affected and right
brain affected strokes. The 0% and 50% column reggets the corresponding change in
retrieval results with respective transformationh& change in transformation clearly shows
the changed number of retrieved cases. More simit@ses are retrieved with the increase in
relaxation of the retrieval criterion.

According to the graph in Figure 5.9 on the nexgepat is clearly understood that context C has
the best retrieval results in terms of highest nemdf true positives and least number of false
positives. Therefore, context C was preferred dher other two contexts and chosen for the

experimentation for diagnostic purpose.
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Figure 5.9: Graph showing the retrieved true andida positives with respect to contexts A, B
and C. Context C(on top) clearly reveals not orttethighest number of true positives but also

absence of any false positives, shown as yellow tip
In order to perform statistical analysis of theules the sensitivity, specificity and

accuracy were calculated in order to quantify teggrmance of the CBR system. The sensitivity
or the recall rate measures the proportion of &gtositives which are correctly identified as such
(i.e. the percentage of sick people who are idedtias having the condition) and the specificity
measures the proportion of negatives which areectyridentified (i.e. the percentage of well
people who are identified as not having the coon)ti A sensitivity of 100% means a test
recognizes all sick people as such where as afigtgodf 100% means that the test recognizes

all healthy people as healthy. Table 5.8 showsehalt of these statistical values.

Sensitivity= > True Positives *100%

> True Positives . False Negatives

Specificity= > True Negatives *100%

> True Negatives ¥ False Positives
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Accuracy= > True Positives $ True Negatives *100%

> True Positives . False Negatives ¥ True Negatives ¥ False Positives

To explain the designation of true and false pes#tiand negatives, respectively let us take for
instance the case of a left brain affected straka trget:

» A True Positivas a left brain stroke case that was correctljige¢d according to the
context.

» False Negatives a left brain stroke case that was left duriegieval but should have been
retrieved.

» True Negativewill be all the controls and right brain strokesea other than the left brain
affected cases.

» False PositiveA control or a right brain affected case, incotieretrieved in a left brain

stroke target.

Sensitivity | Specificity | Accuracy

50.97 % 98.06 % 82.42 %

Table 5.8: Statistical results

5.6 Phase IV - Testing and Evaluation for diagnostisupport

A good evaluation not only analyzes how well thetegn performs, but it may also
reflect how the system can be improved. Furtherpiteeevaluation may also reveal the various
factors influencing the system’s performance tlaai loe regulated to achieve optimum results. In
order to meet our objective to evaluate the acquadcthe CBR system in classifying cases,
cross-validation testing [91], was applied. Croabeation is the statistical practice of
partitioning a sample of data into subsets in a Wy the analysis is initially performed on a
single subset, whereas the other subset(s) armeétfor subsequent use in confirming and

validating the initial analysis.
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In order to perforntross validationfor the CBR system, the data set was divided into
two subsets. One subset of data isttaming setwith 30 cases and the other is tlaidation or
testing set with 15 case3he test set was used to assess the performdnite gystem by
removing each case in the test set from the case bae after the other, considering taaget
case Based on this test casmr@et casg from the system, a context was defined. The syste
was then directed to retrieve one or more simiée¢s) from the case base, based on the current
context.

The results of these experiments are elaboratdbeirfollowing Table 5.9. The target
case column displays the information whether & rgght arm affected stroke, a left arm affected
stroke or a control. Total cases are the total rermolb cases retrieved, for instance in trial 1, the
target case was a right affected arm stroke. léscagre retrieved altogether out of which, 9
strokes were ischemic and 2 were hemorrhagic. Thprity refers to ischemic. In vascular
territories, there are 9 MCAs (middle cerebralgitel PCA (posterior cerebral artery) and 1 VA
(vertebral artery). MCA is the leading one. Outldfretrieved cases, 9 are with left side of the
brain affected and 2 with the right brain affecéedmore cases refer to the left brain. For lesion
location 5 are SC (sub cortical), 3 are C (cor}icalare C+S (Cortical+Subcortical) and 1 is with
lesion in the BS (Brain stem). Proposed solutiodesved on the basis of majority of retrieved
cases. Therefore, for the first trial, the proposeldition is that the target case is a subject with
ischemic stroke, left side of the brain affectethvein MCA and SC affected by stroke. When the
proposed solution was checked if what was prediabemlit the target case was right or wrong, all
four solutions that were proposed were correctefioee the error percentage was calculated to
be 0%, where as when 1of the solution is wrongadut, as in trial 3, the error percentage is

25%.
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Cases
Trial Retrieved Diagnostic Analysis
No. Target Affected Proposed Error % in
Case
Type of Vascular Side of Lesion Solution prediction
Total Cases Stroke Territory Brain Location
SC:5,C:3, Ischemic,
1 Affected Isch:9 MCA:9, PCA:1, Left:9 C+SC:2, MCA, Left
Right arm 11 Hem:2 VA1 Right:2 BS:1 Brain, SC 0%
MCA:5, PA:1, Ischemic,
2 Affected Isch:8 PIA:1, VA:2, BS:4, SC:2, MCA, Left
Right arm 10 Hem:2 PCA:1 Left:10 C:3,C+SC:1 Brain, BS 0%
Affected Isch:1 I/H, MCA, Conflict between
3 Right arm 2 Hem:1 MCA:2 Left:2 C:2 Left Brain, C I'H 25%
MCA:6, PICA:1, Ischemic,
4 Affected PA:1, VAL, C:3,C+S4, MCA, Left
Right arm 10 Isch:10 PCA:1 Left:10 SC:2,C:1 Brain, C+S 0%
Ischemic,
Affected MCA:7, PA1, Left:9, C:4,C+S:2, MCA, Left
5 Right arm 11 Isch:11 PICA:1, VA:2 Right:2 BS:3, SC:2 Brain, C 0%
6 Control 10 Control N/A N/A N/A Control 0%
7 Control 10 Control N/A N/A N/A Control 0%
8 Control 10 Control N/A N/A N/A Control 0%
9 Control 10 Control N/A N/A N/A Control 0%
10 Control 10 Control N/A N/A N/A Control 0%
Ischemic,
11 Affected 2 Isch:2 MCA:2 Left:1, SC:2 MCA, LIR L/R Brain
Left arm Right:1 Brain, SC conflict 25%
MCA:8, PICA1, Left:2, C+S:6, Ischemic,
Affected 11 Isch:11 , PCA1, Right:8, SC:3,C:1, MCA, Right 0%
12 Left arm PCA+MCA:1 L+R:1 Cereb:1 Brain, C+S
Left:2, Ischemic,
MCA:8, PICA:1, Right:8, C:1,C+S:6, MCA, Right
13 Affected 11 Isch:11 , PCA1, L+R:1 Cereb:1, Brain, C+S C instead of C+S
Left arm PCA+MCA:1 SC:3 25%
Ischemic,
14 Affected 1 Isch:1 MCA:1 Right:1 C+S:1 MCA, Right 0%
Left arm Brain, C+S
Left:1, SC:6, C:1, Ischemic,
15 Affected PCA:3,MCA:6, Right:9, C+S:3, MCA, Right PCA instead of
Left arm 11 Isch:11 PCA+MCA:1, L+R:1 Cereb:1 Brain, SC MCA 25%
PICA:1

Table 5.9: Results of Cross Validation with 15 cas#s targets in the testing set. Please refer to
the Appendix for abbreviations of vascular territeis and lesion locations.
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Diagnostic Results
Experiment Hypothesis Methodology True False
%age %age
Perspective 1| A stroke subject carj Context C that comprised df
be identified as 9 parameters was chosen as 93.3% 6.6%
suffering from a the most efficient and 14/ 15 1/15
hemorrhagic or effective retrieval criterion.
ischemic stroke. The constituent parameterp
of Context C were: Affected
A stroke subject arm, FMTDirErr,
can be classified ag FMTDistErr, MaxSP, Path|  93.3% 6.6%
aright brain LenRatio, TMT, PostureSP|, 14/15 1/15
Perspective 2 affectedor left RT and FMTMaxSP. One of
brain affected the cases was selected a|
stroke. random by the CBR system
as a target case such that the
Perspective 3| The prognosis of a solution was unknown. The vas.Ter | Vas.Ter
stroke subject can| ~ Proposed solution was 14/15 1/15
be predicted in | derived from retrieval results  93.3% 6.6%
terms of the according to the context.
potentialvascular | The accuracy of proposed
territory affected | solution was determined by | es.loc Les.loc
and the potential | checking the actual solution  14/15 1/15
lesionlocation. of the target case. 93.3% 6.6%
Perspective 4
A target case can be 100% 0%
classified as a 15/15 0/15
control or a stroke
subject.

Table 5.10: Experiments, demonstrating the corresdmg hypothesis, methodology and

results of the classification.
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5.7 Phase V — Scope of Adaptation

There is no specific adaptation module in thel-7 system. It is up to the user to re-use

the retrieved cases in order to solve the new problThe main goal is to be able to retrieve the
appropriate cases that satisfy the context. Acogrdd null adaptation[70], once the goal is
achieved, the case solutions can be re-used invarkable and practical manner by the domain
experts or some other program that can providesmecisupport. As a reasoner, as far as the
scope of this research is concerned, the objedivelfilled. One of the approaches applied in
this research to choose one case from a numbetrafved cases is to classify the retrieved cases

in terms of number of transformations; the casd witnimum transformations should be given

L Problem
priority over the others. v
RETRIEVE
New Case Cases
R
Learned Case Case E
Base u
R S
E E
T
A
I
N v
Tested REVISE

Solved Case

repaired Case

! v

Confirmed Suggested
Solution Solution

Figure 5.10: CBR Cycle

If we recall the CBR cycle repeated here as figui®, the results refer to the “suggested
solution” phase. The results are tested and varifiecomparing the solution attained by
applying CBR and according to the true and falseqregage in Table 5.9, the diagnostic
capabilities are significantly good. The results ba further improved with a variety in lesion
location and vascular territory values as well asemumber of hemorrhagic stroke subjects,

which was limited for now.
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Chapter 6

Conclusions

"No person was ever honored for what he received.
Honor has been the reward for what he gave.”

(Calvin Coolidge)

This chapter concludes the thesis with a discussioasults that were derived from this research.
It also outlines the contributions that were made the application of this computational
technique to the knowledge base. In addition,vegia brief description of the future directions
which offer a promising avenue for further reseairchihe broad horizon of Al. This research
enabled me to validate the significance of CBRifier stroke domain. The CBR system presented
a simple approach towards reasoning in this dorogiproviding a flexible case representation,
an efficient case base organization and an efiecétrieval algorithm.

There are multiple features that were discoveredgplying 7_4-7 as a frame work for

this research. Sinc€4-7 s a flexible system, it can be applied to any decisiopport system

where information can be represented as attribalieevpairs, and where problems are solved by

iteratively accessing and using previously deriwiefdrmation. Z_4-z is different from other
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case-based tools because it does not use pre-deétreeval strategies. Instead, case retrieval is
customized and can be dynamically changed for acplar domain and specific application. It
provides a meaningful classification system whiohanly improves access time, but also makes

visualization easier to understand. Knowledge-ngnivith 7_4-7 is user-oriented; therefore it

enables the user/reasoner to have full contrdi@fprecision, recall and coverage.

6.1  Objectives vs. Contributions

The major and most important contribution that teisearch has made is the opening of a new

horizon in the field of stroke assessment andithaith the development of a new diagnostic

support tool for the first time by implementing CB&BR has been successfully applied and
demonstrated to have great results in health irdtiom and now with the domain of stroke, it
adds to its list of diagnostic applications.

I would further like to recall the objectives thvagre stated in the first chapter in order to evi@lua

if they were successfully met by conducting thisegch:

»  The first objective was to develop a case struatoraprising of relevant attributes of stroke
patient data that will have an impact on diagn@sid rehabilitation. This objective was
fulfilled by performing “automated attribute seliect’ that produced a set of significant
relevant attributes, and after applying machinenlieg classification, an appropriate case
structure was successfully constituted.

* The second objective led to the construction ohsecbased system for implementing the
CBR model. With this research a case base was Wwhitlth comprised of forty-five (45)
cases. Out of which there were ten (10) contr@gesteen (17) right brain affected strokes,
sixteen (16) left brain affected strokes and twowih both sides of the brain affected.

«  The third objective was to define a retrieval mettio conduct CBRZ_4-7 was the tool

used for devising a flexible approach for contex$dd retrieval criterion. Context was
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employed as a user-defined, explicit parametematoycout particular retrieval requests and
the most appropriate context was chosen by congpdifferent context experiments.

The fourth objective was to determine the diageostipport measure that can be taken to
propose the potential motor and / or sensory deficised on the previous known
impairments (solutions). By analyzing the resuftsedrieval experiments, four perspectives
were defined as a means of diagnostic analysiselyah) identifying if it is a control or a
stroke subject; 2)if a stroke, which type of stra&eWhich side of the brain was affected; 4)
Identifying the affected vascular territory and tbeation of lesion; all based on the similar
retrieved cases.

The last two objectives referred testing, evaluating and validating the CBR system
performance. The sensitivity, specificity and aecyrwere calculated for the experiments
and the percentage of true and false results estifie success of this application itself.

The CBR system for stroke patients can be considasea novel CBR application for the
stroke domain that may facilitate the cliniciansniot only their decision-making of the
diagnosis and prognosis but also an effective meangalidate the imaging test results
(CT/IMRI).

KINARM was used for the assessment of stroke pttienthis research, which was a more
objective means of dysfunction assessment as caahparall the other clinical assessment

protocols used till date.

Shortcomings

Every research has some shortcomings and defieenbat create room for improvement. For

this study | would say that data accuracy and cetapkss of data is a fundamental factor

because no conclusion can be justified unlessutieatication and comprehensiveness of input

data is guaranteed. Secondly, with the increafieeimumber of representative cases and recorded

tasks, the CBR performance can be further impraretibe more prolific in terms of diagnostic

accuracy.
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Future Directions

One of the most important factor that this resedectus to is the field odnalysis of
stroke rehabilitation outcome€BR may prove to be an effective approach inyeaiad)
outcomes of stroke rehabilitation, because it canubed as a repository of different
stroke patients. In normal practice, the estimatewd predictions of activity
limitations/disability following a stroke are vedjfficult to obtain, because the patients
that are selected for stroke studies are eithemulptipn based or referral based.
Therefore, it influences the severity of limitattomeasured in a stroke sample. This is
one of the reasons why outcome measures may besistent, unreliable or invalid. The
times of assessment during recovery period alsev&r the same reason.

Using CBR as a diagnostic facilitator tool may afee the clinician an estimate of the
time frame involved in rehabilitation.

In future, it is very likely that with the availdity of more periodic (clinical and
KINARM) assessment data, the clinician / theram&tuld be able to decide what
protocols can be prolific and what would not bedjimal for the patient in the light of
what previous patients have experienced. As a cueseEe, it may prove to be an
efficient strategy to implement cost analysis dmaiflitation of stroke patients.

In terms of KINARM future innovations, an eye-trau system is to be incorporated in
the robotic setup, in order to elaborate the ass&ssof stroke patients by tracking their
vision along with their ability to perform movementhis will not only enable the
clinicians to quantify eye motor function of theaokle patients but eventually provide
interesting outcomes of eye-hand coordination.

The KINARM set-up is to incorporate a gaming inéed, in order to avoid monotony of
subjects during the reaching tasks that will ndy &eep them captivated, but also

perform the experiment in a potentially better way.
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APPENDIX A

KINARM Specifications

Human KINARM Lab Specifications

Two motorized KINARM™ robots for simultaneous rigind left-handed investigation

Workstation and visual display for presentatior2bf virtual targets in the actual plane of
limb motion

System-integrated chair with wheelchair-style swptincluding removable foot, arm and
head rests)

Data acquisition hardware, including up to 32 clesof analog input

Dexterit-E™ - data acquisition and experimentaltodrsoftware

Computer system to run Dexterit-E™ (including alteae computer for precise and safe
action)

Simlib - a library of Simulink blocks to assist witapid custom Task Program creation
(Simulink and other Mathworks toolboxes must bechased separately)

Optional data analysis software (Visual 3D)

System Specifications:

Real-time control and data acquisition at 1kHz

Peak torque pulse of 12Nm (~35N at the hand)
Feedback resolution of 0.0045°, (~30micron at tued)
End-point stiffness of ~5 N/mm

45" wide usable workspace

Fits a large range of adult sizes (approximatel@'4to 6'6")

System footprint 10°x10’ (when in use)
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Human KINARM Lab Includes:

The human KINARM Lab is a complete research lalsedaon the KINARM, a robotic
exoskeleton for the arm. Currently, the human KINVAR.ab is used by basic and clinical
researchers studying motor learning, coordinatimeyral basis of movement, Brain-Machine
Interface, haptics, stroke, cerebral palsy, Fetddolol Syndrome, cerebellar dysfunction,
dystonia, and spinal cord injury.

Complete Research Lab

The human KINARM Lab lets you start collecting datanediately. Standard system includes
two KINARM™ robotic exoskeletons for the upper limb2D virtual reality display,
experimental control software and hardware, readyse tasks and optional data analysis
software.

Study Both Arms Simultaneously

The use of two KINARM robots permits comparisonimtier-arm performance as well as the
study bimanual coordination.

Dual Function Robots

Each KINARM robot can be used as an exoskeletothishoulder and elbow (leaving the hand
free to interact with objects in the environmentas a hand-based end-point robot.

2D Virtual Reality

Standard system includes 45" wide 2D virtual rgalisplay for natural, intuitive presentation of
visual stimuli.

Easy To Use and Powerful

System includes Dexterit-E™, behavioural contral data acquisition software, which combines
the power of a real-time operating system with #ase of a WindowsTM-based interface.
Standard Task Programs can be used immediatetlatarcollection. Custom Task Programs can
be created using high-level graphical programmiradst

(Courtesy of BKIN technologies [115]

List of KINARM Tasks:
A — Unloaded targets in space

B — Sensory matching (human subjects only)
C — Passive movement

D — Postural trials where loads are applied, bunowement occurs
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E — Reaching to targets in space with a viscous &mplied

F — Reaching to targets in space with an interadtad applied
G — Reaching to targets in space with a bias Ipated

H — Not assigned

| — Perturbation from centre target

List of Vascular Territory Abbreviations:

MCA: Middle Cerebral Artery

PCA: Posterior Cerebral Artery

VCA: Vertebral Cerebral Artery

PICA: Posterior Inferior cerebral artery
PA: Pontine Artery

List of Lesion location Abbreviations:

C: Cortical

SC: Sub-cortical

C+SC: Cortical +Sub-Cortical
Cer: Cerebellar

BS: Brain Stem

List of Attributes:

=l
Clinical Data: Features Table:
Affected Side Trial Key

Initials Arm

Date of Birth Features

Age Method

Gender Time

Date of Stroke Feature Value
Height: Units
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Weight

Dominant Hand

CT/MRI performed (Y/N)

Location of Stroke

Days since stroke

Sessions and Subjects Table:

Subject key
Date of birth
Expermentor

Project

Category(Stroke/Control)

Features for set table:

Set key
Condnum
Trial

Number in set
trial Key

Start time
Method

Arm

Feature

Time

Feature Val.
Code comments
Units

Strokes Table:

Stroke key

APPENDIXA
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Stroke Subject visits table:

Date

Subject Key
Stroke Key
Type of Stroke
Side of Brain
Lesion Location
Vascular Territory
Structures Damaged

Assessments Table:

CT/MRI dates
Reflex Biceps (Left+Right)
Reflex Triceps (Left+Right)
Reflex Brachio (Left+Right)
Folstein Score
Ashworth (Left+Right)
ROM (Left+Right)
Dyna Hand (Left+Right)
Dyna Pinch (Left+Right)
Thumb (Left+Right)
Perdue (Left+Right)
Perdue (Assembly)
Perdue (Both)

Chedoke arm (Left+Right)
Chedoke Hand (Left+Right)
Vision (Left+Right)

Hemi Neglect



Type of stroke
Affected arm
Previous Stroke
Vasc Key
Comments
Location Key
Side of brain

Subjects Table:
Category

Gender
KGH ID
Physician Name
Physician Phone

Dominant Hand

Sessions Table:

Session

Day

Project

KIN Version
Soft Version
Hard Version
PLC Version
File Version
Session Key
Ax Key

Site Code

APPENDIXA
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BIT
FIM Score
Aphasia
Proprioception
Sets Table:
Session Key
Set Number

Task Variable Key
Task Code

File name
Rate
Time Stamp
Arm moved by motors

Task description

Task variant
Variant Description
Trial Table:
Condition Key
Trial Key

Start Time
Numbers in set
Error

Comments



Attribute
Number
1 15
2 9
3 2
4 11
5 5
6 18
7 19
8 6
9 10
10 8
11 4
12 7
13 3
14 12
15 21
16 1
17 13
18 20
19 24
20 23
21 22
22 14
23 25
24 17
25 16
26 26
27 27

Name of Attribute

Affected Arm

FMTDirErr_mean
FMTDisErr_mean

MaxSP_mean

PathLenRatio_mean

TMT_mean

PostureSP_mean

RT_mean

FMTMaxSP_mean

Dominant Arm

Structures Damaged

Side of Brain
Date of Stroke

Vascular Territory

Lesion Location

Chedoke Arm_R
Chedoke Hand_L
Chedoke Hand_R

Chedoke Arm_L
Weight
Height
MAS_L
MAS_R
Gender

Age
Subject Key
Type of Stroke

APPENDIXA

List of Selected Attributes:

Sum
of
Rank
-ing
47
62
68
69
75
83
87
98
99
110
117
121
123
130
133
134
141
147
159
156
158
162
163
167
174
183
224

Attribute Ranking according to various WEKA Algorit hms:

Chi
Cfs  squar
15 18
19 5
(n+1) 2
(n+1) 15
(n+1) 6
(n+1) 19
(n+1) 11
(n+1) 9
(n+1) 20
(n+1) 10
(n+1) 21
(n+1) 8
(n+1) 4
(n+1) 1
(n+1) 7
(n+1) 3
(n+1) 23
(n+1) 22
(n+1) 25
(n+1) 24
(n+1) 13
(n+1) 12
(n+1) 17
(n+1) 14
(n+1) 16
(n+1) 20
(n+1)  (n+1)

Gain Info  One Sym.
Ratio Gain R PCA Uncert.
15 18 10 1 9
9 5 8 2 11
11 2 9 3 24
18 15 13 4 15
5 6 11 5 19
2 9 12 6 14
6 11 3 7 16
19 19 1 8 12
10 20 2 9 17
21 10 7 10 18
8 21 4 11 25
20 8 5 12 13
4 4 23 13 2
1 1 24 14 22
3 7 21 15 7
7 3 22 16 6
23 23 15 17 2
22 22 14 18 5
25 25 18 (n+1) 23
24 24 25 (n+1) 21
13 13 17 (n+1) 4
12 12 19 (n+1) 10
17 17 16 (n+1) 3
14 14 6 (n+1) 1
16 16 20 (n+1) 8
10 20 2 (n+1) 17
(n+1)  (n+1) +xp (n+1)  (n+1)

Wrapper
15
18

N
N W

25
24
13
12
17
14
16
10
(n+1)

List of selected attributes and their correspondirgnks according to the scheme for attribute
selection (SAS).
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Scanned Forms
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Providence Continuing Care Centre

APPENDIXB

NATIONAL REHABILITATION REPORTING SYSTEM

Discharge Recording Form

Client Name:

44, Dressing—Upper Body

Sphincter
47. Bladder Management
48. Bowel Management

Transfers

49. Bed, Chair, Wheelchair
50. . Toilet

51. Tub, Shower

Locomotion
52. Walk\Wheelchair

Social Cognition

56, Social Interaction
57. Problem Solving
58. Memory

Walk

Record#

ACTIVITIES AND PARTICIPATION
FIM™ instrument

Discharge FIM Levels
Self-Care NO HELPER
41. Eating 7 Complete Independence
42.  Grooming (Timely, Safely)
43. Bathing

6 Modified Independence

(Device)
45, Dressing—Lower Body
48, Toileting HELPER
Modified Dependence

5 Supervision

4  Minimal Assistance
(Subject = 75% +)

3 Moderate Assistance
(Subject = 50% +)

Complete Dependence

2 Maximal Assistance
(Subject = 25% +)

1 Total Assistance
(Subject = 0% +)

[:I { O Wheelchair
' O Both (NOTE: Leave no blanks; enter
1 if not testable due to risk)
53. - Stairs !:
Communication < Auditory PROVIDER TYPE
54, Comprehension |:] { O Visual PT Support staff
< Both Involved in care Yes
No
& Voeal OT Support staff
55. Expression l:] { < Non-Vocal Involved in care Yes B
O Both No

Copyright ©1997 Uniform Data System for Medical Rehabilitation, a division of U B Foundation Activities, Inc., all rights reserved.

400233 (05/03) PAGE 6 OF B PATIENT RECORD FORM

Information is recorded in this form at the time gfatient discharge from the hospital.
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Dec. 4, 2006

Stroke Classification System

*indicates primary filing criteria

Date(s) of Stroke(s):
Number of Strokes*: One vs. Multiple

Side of Brain affected*: Left vs Right vs. Both

Anatomic Location*:

L/R Cortical
L/R Sub-cortical
L/R Cerebellum
L/R Brainstem

Provide anatomic structures damaged — (eg. caudate):

Vascular Territory(ies) and side(s) affected (if several strokes indicate
date of strokes where possible)*:

L/R Anterior Cerebral Artery
L/R Middle Cerebral Artery
L/R Posterior Cerebral Artery

L/R Anterior Communicating Artery
L/R Posterior Communicating Artery

Basilar Artery
L/R Vertebral Artery

L/R Superior Cerebellar Artery
L/R Anterior Inferior Cerebellar Artery
L/R Posterior Inferior Cerebellar Artery

Form used to collect information for the stroke sjaots during their KINARM assessment in

order to classify the degree of impairment. (Contéd on next page)
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Size of each lesion (provide details):

Mechanism of Stroke*: Ischemic vs. Hemorrhagic

If ischemic - embolic or thrombotic or unknown?

If embolic - ?cardioembolic source? Oral contraceptive related? Drug related?
Was this a migrainous stroke?

Was this a “lacunar infarct”?

Ischemia Acute Treatment:

TPA/Thrombolytics given: Y or N

Hemorrhage after TPA?

Did the Patient receive Carotid Endarterectomy (Y/N) — indicate date?

If hemorrhagic - subarachnoid or intracerebral?
Was there an aneurysm? Was there trauma? Hematologic Abnormality?

Hemorrhage Acute Treatment:
Was surgery performed? Describe the procedure... (eg. stenting vs. craniotomy and

clipping, or craniotomy and removal of dead tissue)

History of Transient Ischemic Attacks (TIAs)?

Handedness of patient*: L vs. R vs. Ambi

Affected Arm: L vs. R vs. Both vs. Neither

Perceptual Impairment:
Visual Field Deficit (Y/N):
If yes: L/R Hemianopsia
Other (list type)

Clinical Evidence of L/R Hemineglect (Y/N)
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Quantitative Assessment of Arm Movements in Stroke Patients Using KINARM
ANAT-024-05

KINARM Project: Control - CIHR

Date of Clinical Assessment:
Date of Robotic Assessment:
Clinical Examiner:
KINARM Examiner:

Control Biograph.ical Info

Patient Code:

Ager

Sex:

Weight:

Height:

Handedness:

CT/MRI head scan ever performed (Y/N) and Date:

History of Previous TIAs (Y/N)? How many and when?

History of Previous Stroke (Y/N)? How many, when and where in brain?

Highest level of education obtained?

Medical/Surgical Comorbities:

E L R

=100~

o

Form used to collect information for the stroke arabntrol subjects during their KINARM

assessment Page 1 of 9 (Continued)
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Quantitative Assessment of Arm Movemens in Stroke Patients Using KINARM

ANAT-024-05

Current Medications:

=0 90 =) O b B L e

0.

Physical Examination

Strength
Shoulder (score (1 10 5)

Left Right
Shoulder Flexion 012345 012345
Shoulder Extension 012345 012345
Shoulder Abduction 012345 012345
Shoulder Internal Rotation 012345 012345
Shoulder External Rotation | 012345 012345
Elbow (score § ip 5)

Left Right
Elbow Flexion 012345 012345
Elbow Extension 01234535 012345
Forcarm Supination 012345 G 2 dg
Forearm Pronation 012345 012345
Wrist (score ) to 5)

Left Right
}i”risll:iexion 012345 012345
Wrist Extension 012345 012345
Fingers (score 0 fo 5)

Left Right
Finger Flexion 012345 012345
Finger Extension | i R i 012345
Finger Abduction | 012345 012345

Page 2 of 9
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Quantitative Assessment of Arm Movements in Stroke Patients Using KINARM
ANAT-024-05

Reflexes

score {l fo 4+)

Left Right
Biceps 0 1+ 2+ 3+ 4+ 0 I+ 2+ 3+ 4+
| Triceps 0 1+ 2+ 3+ 4+ D el . o
Brachioradialis 49 A ZE3F W 0 [+ 2+ 3+ 4+

Tone

Modified Ashworth Score for elbow flexors

Left I Right
| 0 1 1+ 2 3 4 | 0 1 1+ 2 3 4
Available Range of Motion(degrees, as measured with Goniometer)
Left Right
Elbow
Shoulder — Int. Rot.
| Shoulder — Ext. Rot. |.
Proprioception
_Thumb Localizing Task
Lefi | Right
01 2 3 | 0 1 2 3

After confirming normal proprioception in the unaffected arm, by the patient touching the nose while their
eyes closed, the examiner lifts the affected arm to eye level, The patient is then asked to grasp the thumb of
the affected hand with the good hand, and this is repeated. The examiner then places a hand over the
patient’s eyes and raises the patient’s affectad hand to well abave patient’s head. The paticnt is then asked
to grasp the thumb as before.

Severe Difficulty (score = 3): The patient is unable to find his thumb and does not climb up the affected
arm in order to locate it,

Moderate Difficultly (score =2} The patient finds the affected ann and then this leads him to find the
affected thumb,

Stight Difficulty (score = 1): The patient aims in the right general dircction but misses the affected thurmb
by no more than 3 inches, and is able to locate it within 5 seconds.

No Difficulty (seore = 0); The patient is able to locate the affected thumb accurately.

Grip and Pinch Strength by Dynamometer:

F]rip Strength Left Grip Strength Right
Hand Hand

Pinch Strength Left Pinch Strength
| Hand - Right Hand

L5

Effective Date —January 24, 2007

Page 3 of 9
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Quantitative Assessment of Arm Movements in Stroke Patients Using KINARM
ANAT-024-05

Purdue Peg Board:

Scoring
-test to be done in consecutive order, unless the subject is left handed, then test batteries
1) and 2) are reversed

Description Score

1) Right Hand (30 seconds)

2) Left Hand (30 seconds)

3) Both Hands (30 seconds)

4) Right + Left + Both hand (note: this is
not an actual test; it is a mathematical sum
calculation)

5) Assembly (60 seconds)

Chedoke-McMaster Stroke Assessment Scale for U/E

CONTROLS WILL BE SCREENED TO ENSURE THEY CAN COMPLETE
LEVEL 7, IF A CONTROL FAILS LEVEL 7, THEY WILL BE REJECTED

FROM THE STUDY

Taken from Chedoke-McMaster Stroke Assessment, Development, Validation and
Administration Manual, Table 2.4

Stages of Motor Recovery of the Chedoke Assessment Impairment Inventory

Stage

Description

i

Flaccid Paralysis is present. Phasic stretch reflexes are absent of hypoactive. Active movement

_cannot be elicited reflexly with a facilitory stimulus, or volitionally.

2

Spasticity is present and is felt as a resistance to passive movement. No Voluntary movement is
present but a facilitory stimulus will elicit the Hmb synergies reflexly, These limb synergies
consist of stereotypical flexor and extensor movements,

Spasticity is marked., The synergistic movements can be elicited voluntarily, but are obligatory,
In most cases, the flexion synergy dominates the arm, the extension synergy the leg. There are
strong and weak components within each synergy

Spasticity decreases, Synergy patterns can be reversed if movement takes place in the weaker
synergy first. Movements combining antagonistic synergies can be performed when the prime
movers are the strong components of the svnergy.

Spasticity wanes, but is evident with rapid movement and at the extremes of range, Synergy
patterns can be reversed even if the movement takes place in the strongest synergy first.
Movements utilizing the weak components of both synergies acting as prime movers can be
_performed. Most movements become environmentally specific,

Coordination and patterns of movement are near normal. Spasticity as demonstrated by
resistance to passive movement is no longer present. A large variety of environmentally specific
patterns of movement are now possible, Abnormal patterns of movement with faulty timing
emerge when rapid or complex actions are requested.

Mormal. A “normal” variety of rapid, age appropriate complex movement patterns are possible
with normal timing, co-ordination, strength and endurance. There is no evidence of functional
impairment compared to the normal side. There is a “normal” sensory-perceptual-motor system.

Page 4 of 9
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Quantitative Assessment of Arm Movements in Stroke Patients Using KINARM

ANAT-024-05

RIGHT ARM

(Affected/Unaffected — circle one)

Starting position: Sitting with forearm in lap in in a peutral position, wrist at 0°, and
fingers flexed unless indicated by elements in ifafics that are different or more specific

[ Tarm HAND
L [t yet stage 2 [T Mt yet stage 2
L Resistance to passive abduction or elbow [ positive Hoffman
extension LT o . ;
LI Resistance 1o passive wrist or finger extension
UFacilitated elbow extension
] [ IFacilitated finger flexion
U Facilitated elbow flexion
3 |—|. L v s ] !
T'ouch opposite knee L Wrist extension > 4 range
U Touch chin O Fingerfwris| flexion > 4 range
[ISkoulder shrugging > 4 range O Supination, thumb in extension: thumb (o index finger
- =
4 [ Extension synergy then flexion synergy DFinger extension then flexion
[ shoulder flexion ta 90° [l Thumb extension > %4 range then lateral prehension
[ etbow at s ide, 90° flexion: supination then DFinger flexion with lateral prehension
pronation
? | [Fiexion synergy then extension synergy ] Finger flexion then extension
[ shoutder abduction to 90° with pronation | Upronation: finger abduction
Ul shoutder Mlexion to 90°% pronation then supination [ #rana Unyupported: opposition of thumb to little finger
6 | Orana from knee to forehicad 5x/5 seconds [ Proration: tap index finger 10x in 5 seconds J
U shoudder flexion to 80° trace a figure § O pistat Grip: pull trigger, then return
[trm resting at side of body: Raise arm overhead L Prosation: wrist and finger extension with finger
with full supination abduction
L USiting: clap hands over head then clap hands [ thumb to fi nger tips, then reverse 3X in [2 sec
behind back 3x/10 seconds - s ! P
L_bounce a ball 4 times in succession, then catch
O shoulder flexion o 940 scissor in from 3% in 5 .
[T pour 250m1 from 1 litre itcher, then reverse
s6¢ P P
Ol ztbow ar side, 90° Aexion: resisted shoulder
extension rotation

[]Stage of Right Arm

[ IStage of Right Hand
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Quantitative Assessment of Arm Movements in Stroke Patients Using KINARM

ANAT-024-05
Left ARM

(Affected/Unaffected — circle one)

Starting position: Sitting with forearm in lap in in a neutral position, wrist at 07, and
fingers flexed unless indicated by elements in fralics that are different or more specific

ARM HAND
: (ot yel stage 2 ot yet stage 2
2| [resistance to passive abduction or elbow I Positive Hoffman
extension ) y ; i 3
i [resisance o passive wrist ot {inger extension
[iFacilitated etbow extension -
[ Facilitated finger flexion
[ Facititated elbow flexion
3 [ouch opposile knee [ wrrist extension > % range
[l Toueh chin | Fingerfwrist flexion > % range
_ Shoulder shrugging > ¥ range [ Supination, thumb in extension: thumb to index finger
4| [ Extension synerey then flexion synergy [l Finger extension then flexion
[ i shoulder flexion to 90° [ Thumib extension > % range then lateral prehension
1 etbow at side, 90° flexion: supination then [l Finger flexion with lateral prehension
pronation
# 1 U Flexion synergy then exlension synergy O Finger flexion then extension
"I shoulder abduction to 90° with pronation ] pronation: finger abduction
(] Shinedeter flexion to 90% pronation then supination Ul Hand Unsupported: opposition of thumb to liitle finger
6\ CHand from knee to forehead 5x/3 seconds [ Pronation: tap index finger 10x in § seconds
[l Shoutder flexion to V0% trace a figure & U piseat Giripy pull rigger, then return
{ Clarm resting at side of body: Raise arm overhead [ Promarion: wrist and finger extension with finger
with full supination abduction
f [| Sitting: clap hands over head then clap hands [Hhumb to finger tips, then reverse 3X in 12 sec
behind back 3x/10 seconds
- [CIboutice a ball 4 times in succession. then catch
U -showlder flexion to 90 scissor in front 3x in 5 .
sec LI pour 250m1 from 1 litre pitcher, then reverse
[ ] eltow at side, 907 flexion: resisted shoulder
_J extension rotation

[I1Stage of Left Arm

[1Stage of Left Hand
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Vision
Acuity:

Left Right

Visual Acuity
Fields:

Normal (circle)
Or

Diagram Field Loss:
Left Eye:

Left hemifield Right hemifield
Upper Upper

Centre

Lower Lawer

Right Eye:

Left hemifield Right hemifield

Upper Upper

Centre

Lower Lower
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FIM Questionaire Score:

Appendix A

Muscle Strength Grading
(taken from A Guide to Physical Examination and History Taking, Barbara Bates, 1987)

GRADE DESCRIPTION ’
0 No muscular contraction detected
1 A barely detectable flicker or trace of contraction
2 Active movement of the body part with gravity eliminated
3 Active movement against gravity
4 Active movement against gravity and some resistance |
5 Active movement against full resistance without evidence of fatigue, This is

| normal muscle strength.

Reflex Grading

{taken from 4 Guide to Physical Examination and History Taking, Barbara Bates, 1987)

GRADE DESCRIFTION |

1] No Response -
1+ Somewhat diminished; low normal o |
2+ Average; normal

s Brisker than average; possibly but not necessarily indicative of disease

L Very brisk, hyperactive; often indicative of disease; often associated with
clonus

Modified Ashworth

(taken from Recovery affer Stroke, Ed. Barnes, Dobkin and Bogousslavsky, 2003)

SCORE DESCRIPTION

0 | Noincreasc in tone _ _

1 Slight increase in muscle tone, manifested by a catch and release or by
minimal resistance at the end of ROM when the affect part(s) is moved in
flexion or extension

1+ Slight increase in muscle tone, manifested by a catch, followed by minimal
resistance throughout the remainder (less than half) of the ROM

2 More marked increase in tone through most of the ROM but affected part(s)
easily moved

3 Considerable increase in muscle tone, passive movement difficult

4 Alffieeted part(s) rigid in flexion or extension
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Modified Edinburgh Handedness Inventory

Please indicate your preferences in the use of hands in the following activities
putting + in the appropriate column. Where the preference is so strong that you would
never try to use the other hand unless absolutely forced to, put + +_If in any case vou are
really indifferent put + in both columns.

Some of the activities require both hands. In these cases the part of the task, or
object, for which hand preference is wanted is indicated in brackets.

Please try to answer all the questions, and only leave a blank if YOU have no
experience at all of the object or task.

Task Left Right
1 Writing
2 Drawing
3 Throwing
4 Scissors
5 Toothbrush
6 Knife (without fork)
7 Spoon =i
8 Broom (upper hand)
9 Striking a match (match)
10 R Opening a box (lid)
i Which foot do you prefer to kick with? .
i Which eve do vou use when using only one? N
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