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Explaining the energetics of walking and running has been difficult because the
distribution of energy use among individual muscles has not been known. We
estimated energy use by measuring blood flow to the hindlimb muscles in
guinea fowl. Blood flow to skeletal muscles is controlled locally and varies
directly with metabolic rate. We estimate that the swing-phase muscles con-
sume 26% of the energy used by the limbs and the stance-phase muscles
consume the remaining 74%, independent of speed. Thus, contrary to some
previous suggestions, swinging the limbs requires an appreciable fraction of the
energy used during terrestrial legged locomotion. Models integrating the en-
ergetics and mechanics of running will benefit from more detailed information
on the distribution of energy use by the muscles.

Terrestrial legged locomotion is the only
major locomotor activity for which energy
use by the bulk of the active muscles cannot
be linked with certainty to their mechanical
function. In the two other major locomotor
modes, swimming and flying, the function
of most of the muscle volume is to produce
mechanical power in repetitive contractile
cycles, which provide the needed lift and/or
thrust (1, 2). However, during level walk-
ing and running at a steady speed, net
mechanical work and power are zero (3).
Mechanical work must be performed in
each stride to lift and reaccelerate the cen-
ter of mass and to accelerate the oscillating
body segments, but these increases in en-
ergy are reversed as the body returns to its
starting height and the segments decelerate.
The cyclical fluctuations in kinetic and po-
tential energy during the stride allow for
possible energy storage and recovery in
elastic structures and for exchange between
gravitational potential energy and kinetic
energy (3–5). Because the overall effective-
ness of these energy-saving mechanisms is
not known, the magnitude of the work that
must be produced or absorbed by active
muscles in each stride is not clear (5, 6 ).

Muscle activity is also needed to pro-
duce force to support the body weight dur-
ing the stance phase of the stride. On the
basis of a series of experiments integrating
the mechanics and energetics of running,
Taylor and colleagues (6–10) suggested

that production of force on the ground is
the major determinant of the energy cost of
running—the “force hypothesis.” Calculat-
ing the volume of active muscle and the
amount of energy used for work and force
production from externally measurable
movements and forces is difficult because
of the complexities of the locomotor sys-
tem, including unknown amounts of energy
storage and release, the presence of co-
contraction by antagonistic muscles, uncer-
tainties about the distribution of force
among synergistic muscles, the presence of
muscles acting across two or more joints,
and muscles undergoing active lengthen-
ing. These various complexities, and the
simple fact that a large number of muscles
participate in walking and running, leave
the current picture of muscle energy use
and mechanical function during terrestrial
locomotion clouded.

Here, we examined the division of en-
ergy use by muscles active during the
stance and swing phases of walking and
running. Some studies suggest that the cost
of swinging the limbs is very small relative
to stance-phase costs (7 ); others have em-
phasized the potential importance of these
costs (11, 12). As a component of the force
hypothesis, Taylor (6 ) suggested that
swing-phase costs were low enough to be
ignored. However, evidence about stance-
phase and swing-phase costs has relied al-
most exclusively on experiments that attempt
to deduce muscle energetics from externally
measurable and alterable parameters (e.g.,
load-carrying experiments) (7, 13).

Partitioning the energetics of walking
and running requires overcoming difficul-
ties in measuring the energetic contribu-
tions of each of the active muscles. The use
of arterial-venous differences in oxygen

content and blood flow to derive direct
measurements of energy use by individual
muscles is impractical, if not impossible,
because of the large number of muscles
involved and the difficulties of accessing
their blood supplies. Indirect measures used
previously to indicate muscle recruitment
have substantial limitations in estimating
energy use during steady-state aerobic ex-
ercise. Measuring muscle recruitment ac-
cording to electromyographic activity is
valuable for indicating timing and relative
recruitment, but the results are difficult to
relate quantitatively to energetics when
measured across many muscles and ani-
mals. Glycogen depletion, measured bio-
chemically or visualized histochemically,
has also been used to indicate muscle re-
cruitment (14), but this technique probably
works best under conditions of high energy
demand (15, 16 ) or prolonged fatiguing
contractions (17 ).

We used blood flow measured with col-
ored microspheres (18) as our proxy measure
for energy use by the skeletal muscles. In this
technique, 15-�m microspheres injected into
the left ventricle are distributed with the
blood and lodge in the systemic capillaries
throughout the body. Because the distribution
of spheres in a well-mixed volume of blood is
proportional to the flow rate, the tissue blood
flow rate can be calculated from the number
of spheres trapped if the number of spheres in
a specified flow is known. This calibrated
value for spheres per flow is obtained by
withdrawing systemic arterial blood at a
known rate throughout the period when the
spheres are flowing out of the heart. The
microsphere technique for measuring tissue
blood flow during exercise has been used and
validated extensively (19) but has never been
used to estimate total energy use by all of the
individual muscles.

Measuring blood flow may be the best
option for estimating relative energy use by
the individual muscles that are active during
aerobically supported walking and running.
In mammals, blood flow to skeletal muscles
is controlled locally by mechanisms linked to
metabolic rate (20, 21). Previous studies with
microspheres have shown that flow is recruit-
ed as expected from the known recruitment
order of fiber types, including regionally
within muscles (19). Although less informa-
tion is available on control of flow to skeletal
muscle in other vertebrate groups, the avail-
able evidence suggests that the mechanisms
found in mammals are common to all verte-
brate groups, including birds (22, 23). Blood
flow to the active muscles increases directly
with oxygen consumption in diverse species,
including humans (24) and running birds
(25). The use of microspheres to quantify
blood flow, and thus (indirectly) energy use,
allows the simultaneous measurement of flow
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to each of the active muscles as well as to
tissues unrelated to locomotion.

The helmeted guinea fowl Numida melea-
gris offers several advantages in estimating
the relative costs of stance versus swing.
First, the muscles involved in locomotion are
all confined to the hindlimbs and pelvis,
without the involvement of trunk muscles and
the division of labor between forelimbs and
hindlimbs found in quadrupedal mammals.
Second, the activity of the hindlimb muscles
in guinea fowl can almost all be partitioned
into swing phases and stance phases, accord-
ing to the extensive measurements of electro-
myographic activity reported by Gatesy (26)
and additional measurements presented here
(Fig. 1). Third, the guinea fowl is one of only
three species of birds in which the aerobic
scope has been defined (27). Finally, these
birds are excellent treadmill runners, and re-
producible curves of oxygen consumption
versus speed—including measures of maxi-
mal oxygen consumption (VO2,max)—were
elicited from the individual birds used in the
present study.

We collected blood flow data on each bird
under four levels of metabolic effort: rest and
treadmill exercise at 0.5 m s�1, 1.5 m s�1,
and 2.3 to 2.8 m s�1. Aerobic energy use
under these conditions was quantified with
separate measurements of organismal oxygen
consumption (VO2

) for each bird ( Table 1).
We used an open flow system with the bird
wearing a clear lightweight plastic mask (18).
Resting values were obtained after the bird
had sat in a darkened box for 10 min. The
highest treadmill speed was adjusted for in-
dividual birds to match the speed that elicited
a VO2

equal to 90% of VO2,max.

Our data on blood flow are consistent with
our assumption that blood flow is recruited in
proportion to the metabolic rate of the mus-
cles and is highly specific to individual mus-
cles. First, the increase in total blood flow to
the legs during treadmill exercise was direct-
ly proportional to the increase in oxygen
consumption by the animal (Fig. 2). Second,
muscles not used in terrestrial locomotion,
such as the flight muscles, showed little or no
increase in flow as running speed was in-
creased (fig. S1). Third, as running speed was
increased, the increase in flow to the individ-
ual leg muscles was highly specific and likely
reflected differences in recruitment (fig. S1).

Most of the thigh muscles were assigned
as stance-phase or swing-phase muscles on
the basis of the electromyographic data in
(26). We confirmed these data for a number
of thigh muscles and also recorded electro-
myograms (EMGs) for most of the major
muscles in the lower leg (Fig. 1).

Although the classification of muscles
as being active in stance versus swing is
clear in most cases, some uncertainties ex-
ist. First, some of the stance-phase muscles
actually start activity during late swing
phase and possibly contribute to the me-
chanics of late swing (26 ) (Fig. 1). The
flexor cruris lateralis pars pelvica (FCLP)
and the iliotrochantericus caudalis (ITC)
had particularly strong activity in late
swing. However, the converse pattern oc-
curred for some swing-phase muscles, such
as the iliotibialis cranialis (IC) and tibialis
cranialis (TC), which started activity in late
stance. For simplicity, we classified these
muscles as solely stance-phase or swing-
phase muscles, because after correcting for

the presumed delay between the onset of
electrical activity and force production,
most of the activity fell into a single phase
of the stride. Two thigh muscles, the femer-
otibialis (FT) and iliofibularis (IF), showed
definite activity during both swing phase
and stance phase (Fig. 1). For both of these
muscles, we assumed that half of the blood
flow supported stance-phase activity and
half supported swing-phase activity. In the
data reported here, we measured flow to the
whole IF. Subsequently, we discovered that
the activity of this muscle is regionalized.
The anterior portion of the muscle is active
primarily in swing phase and the posterior
portion is active largely during stance
phase (Fig. 1), a pattern also occurring in
chicks of the domestic fowl (28). Addition-
al measurements done at a single running
speed of 1.5 m s�1 indicate that 65% of the
total blood flow is to the anterior half of the
IF, which suggests that our assignment of
50% of the metabolism of this muscle to
swing phase is conservative. The division
of activity between stance and swing in the
FT is less certain. However, when we used
the highest and lowest recorded values of

Fig. 1. Representative EMG re-
cordings from various hindlimb
muscles in guinea fowl running
at 1.5 m s�1. The horizontal
time scale of the recording
from each muscle has been ad-
justed to align foot-down
(down arrow) and toe-off (up
arrow). The actual swing and
stance durations varied some-
what among the animals used,
but at 1.5 m s�1 the stance-
phase and swing-phase dura-
tions were about 210 and 180
ms, respectively. For full mus-
cle names, see (34 ).

Fig. 2. Total blood flow to the hindlimb muscles
of guinea fowl as a function of the oxygen
consumption of the animal measured at the
same treadmill speed. The highest levels of
oxygen consumption represent 90% of the
VO2,max

measured for each animal. The line is a
least-squares linear regression with the equation
Qleg � 10.8VO2

– 192 (r 2 � 0.94), where Qleg is
total blood flow to the leg muscles in ml min�1

and VO2
is the oxygen consumption of the bird in

ml O2 min
�1.

Table 1. Mean oxygen consumption of guinea
fowl at the speeds used in the blood flow experi-
ments. N � 5.

Speed (m s�1) VO2
(ml min�1) % VO2,max

0 20.0� 1.1 13.4
0.5 52.6� 2.5 35.2
1.5 94.9� 3.5 63.4

2.28 to 2.78 134.9� 3.2 90.1
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integrated EMGs to repartition energy use
by the FT, our results did not change sub-
stantially (29). A few muscles were not
measured electromyographically, and these
were assigned to swing and stance phases
on the basis of their anatomical position
and the activity recorded in synergistic
muscles. The only muscles of any substan-
tial size in this category were the digital
flexor muscles, which were all assigned to
stance phase on the basis of EMGs record-
ed in the superficial flexors of digits II and
III (Fig. 1).

Overall, the distribution of blood flow
to swing-phase and stance-phase muscles is
independent of running speed. Differential
recruitment of the various muscles leads to
variations in the fraction of total hindlimb
flow that is delivered to individual muscles
(Fig. 3), but the sums of the flows to the
swing-phase and stance-phase muscles rep-
resent remarkably constant fractions of the
total flow (Fig. 4). At all locomotor speeds,
stance-phase flow is 74% of the total flow
to the leg, and swing-phase flow is 26%.

Therefore, given the reasonable assump-
tion that blood flow is proportional to en-
ergy consumption, we reject the conclusion
of the force hypothesis that swing-phase

costs are not appreciable during walking
and running, at least in guinea fowl. The
energy use during swing phase is lower
than that during stance phase, but still rep-
resents about one-fourth of the total energy
used. If we assume maximum muscle effi-
ciency, energy use during swing phase in
this species is 2 to 4 times that needed for
internal work as measured in (30, 31).

The extent to which these data can be
generalized to other running animals is not
known. However, the running economy of
guinea fowl is typical of both bipeds and
quadrupeds of similar size, and we have no
reason to suspect that the locomotor me-
chanics of guinea fowl are atypical in any
way (30). Complete data on the total blood
flow and EMG activity of all the individual
muscles used in running are not available
for any other animal. A more limited com-
parison can be made using total blood flow
calculated from mass-specific flows and
muscle masses for the muscles operating
around the ankle in laboratory rats (32, 33).
In this species, the ankle flexors and digital
extensors, which are expected to be active
during swing phase, receive 27% of the
flow to the lower leg, and this distribution
is the same during walking and galloping.
This division of blood flow between stance-
phase and swing-phase muscles in the low-
er leg of rats is strikingly similar to that
found for the entire limb in guinea fowl.

In proposing the force hypothesis, Tay-
lor and colleagues (6, 8, 9) were looking for
a solution that would unify information on
mechanics and energetics and explain the
effects of body size and locomotor speed on
the energy cost of walking and running.
The work presented here maintains this
emphasis on using energetics to help un-
derstand terrestrial locomotion, but our re-
sults suggest that the force hypothesis will

have to be modified, or alternative hypoth-
eses formulated, to account for a more de-
tailed partitioning of the energetics among
the muscles used during running. The use
of blood flow as a proxy measure of energy
consumption of individual muscles should
allow us to further test hypotheses related
to changes in energy use caused by differ-
ences in body size, speed, and experimental
modifications such as load carrying.
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MicroRNAs Modulate Hematopoietic
Lineage Differentiation

Chang-Zheng Chen,1 Ling Li,1 Harvey F. Lodish,1,2*
David P. Bartel1,2*

MicroRNAs (miRNAs) are an abundant class of �22-nucleotide regulatory
RNAs found in plants and animals. Some miRNAs of plants, Caenorhabditis
elegans, and Drosophila play important gene-regulatory roles during de-
velopment by pairing to target mRNAs to specify posttranscriptional re-
pression of these messages. We identify three miRNAs that are specifically
expressed in hematopoietic cells and show that their expression is dynam-
ically regulated during early hematopoiesis and lineage commitment. One
of these miRNAs, miR-181, was preferentially expressed in the B-lymphoid
cells of mouse bone marrow, and its ectopic expression in hematopoietic
stem/progenitor cells led to an increased fraction of B-lineage cells in both
tissue-culture differentiation assays and adult mice. Our results indicate
that microRNAs are components of the molecular circuitry that controls
mouse hematopoiesis and suggest that other microRNAs have similar reg-
ulatory roles during other facets of vertebrate development.

MicroRNAs (miRNAs) are �22-nucleotide
(nt) noncoding RNAs that can play important
roles in development by targeting the mes-
sages of protein-coding genes for cleavage or
repression of productive translation (1–3).
Examples include the lin-4 and let-7
miRNAs, which control the timing of Caeno-
rhabditis elegans larval development (4–6);
Bantam miRNA, which regulates Drosophila
tissue growth by stimulating cell proliferation
and preventing apoptosis (7); and miR-14,
which affects Drosophila fat metabolism and
prevents apoptosis (8). Humans have be-
tween 200 and 255 genes that encode
miRNAs, an abundance corresponding to al-
most 1% of the protein-coding genes (9).
Based on the evolutionary conservation of
many miRNAs among the different animal
lineages, it is reasonable to suspect that some
mammalian miRNAs might also have impor-

tant functions during development (10–14).
Moreover, genes for miR-142, miR-15, and
miR-16 are at sites of translocation break-
points or deletions linked to human leuke-
mias (15–18). However, no mammalian
miRNAs have established functions (19).

As a first step toward testing the idea that
miRNAs might play roles in mammalian de-
velopment, and more specifically that some
might regulate mammalian hematopoiesis,
we cloned �100 unique miRNAs from
mouse bone marrow, using the protocol of
Lau et al. (20). Most had already been iden-
tified as vertebrate miRNAs, but their expres-
sion in bone marrow had not been examined.
miR-181 (9, 12, 21), miR-223 (9), and miR-
142s (18) were carried forward for further
analyses, because they, unlike miR-16 and
most of the other miRNAs cloned, were dif-
ferentially or preferentially expressed in he-
matopoietic tissues (Fig. 1).

miR-181 was very strongly expressed in
the thymus, the primary lymphoid organ,
which mainly contains T lymphocytes. It was
also strongly expressed in the brain and lung
and was detectable in bone marrow and the
spleen. miR-223 was nearly exclusively ex-
pressed in bone marrow, the primary hema-

topoietic organ, which consists of hematopoi-
etic stem cells and myeloid, erythroid, and
lymphoid cells at various differentiation stag-
es. miR-142s, whose gene is at the site of a
translocation associated with an aggressive B
cell leukemia (16, 18), was highly expressed
in all the hematopoietic tissues tested, with
little or no expression in nonhematopoietic
tissues. Expression at embryonic day 13 in
fetal liver, an embryonic hematopoietic or-
gan, suggests that miR-142 might also func-
tion in early hematopoietic development.

Because the bone marrow, spleen, and
thymus each have specialized functions in
adult hematopoiesis and comprise largely dif-
ferent cell types, the differential expression of
the miRNAs in these complex tissues sug-
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Fig. 1. Northern blots showing tissue expres-
sion of four miRNAs cloned from mouse bone
marrow (25 ) (fig. S1). As loading controls,
blots were also probed for U6 small nuclear
RNA. The lengths (in nucleotides) of RNA
markers are indicated, as are the bands that
represent the mature miRNAs (miR) and pre-
sumed hairpin precursors (P).
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